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SUMMARY 

A simulation of self-sustaining (low-Z) "thin-films" as 

a means of fusion plasma impurity and wall erosion control 

has been performed through the development and/or extension 

of potential sheath, sputtering mechanics, and metal-surface 

kinetic models. Angular impact behaviour determined from the 

potential sheath model as a function of plasma-edge 

conditions provides the parameterization necessary for 

calculating thin-film alloy sputtering yields. The 

sputtering yields and damage profile behaviour resulting from 

the sputtering mechanics model for heterogeneous alloys 

provide the athermal driving force characteristics necessary 

for modeling the metal-surface kinetics of thin-film systems. 

The coupling of athermal and thermal phenomena establishes 

the framework for investigating the ability of thin-film 

systems to sustain themselves in an irradiation environment. 

The application of the sheath, sputtering, and 

metal-surface kinetic models assumes a "worst case" scenario 

of a potential field in the presence of a grazing magnetic 

angle with the fusion conditions of edge densities greater 

than 0(10 m" ) and edge temperatures less than ~0(10 eV). 

Potential sheath calculations predict that low-Z ions impact 

at angles closely coinciding with the magnetic angle, while 

high-Z ions may be assumed to impact normally for magnetic 



xii 

angles of 80 degrees or less. If the low-Z secondary-ion 

fraction exceeds 50%, low-Z self-sustaining thin-film systems 

are potentially advantageous in comparison to elemental 

surfaces due to reduced sputter erosion. For one such 

system, a Cu-Li alloy, the kinetic modeling is predictive of 

a self-sustaining Li thin-film, if the Li secondary-ion 

fraction approaches 90%. Comparison of the kinetic modeling 

to experiment for the Cu-Li alloy suggests that preferential 

sputtering is not the sole determinant of the equilibrium 

surface composition for mass-disparitive alloying elements. 
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CHAPTER I 

Introduction 

The notion of a magnetically confined plasma suggests 

that charged particle motion along field lines is constrained 

within a predefined physical space in isolation from 

disruptive forces and/or physical material boundaries. Ideal 

confinement further implies that no out flux of charged 

particles normal to the control surface enveloping the plasma 

is possible. However, for real plasmas, transport mechanisms 

such as collisions, plasma turbulence, instabilities, and 

particle drifts act to drive particle fluxes across 

constraining magnetic flux surfaces.[1,2] Thus, a plasma does 

not exist in isolation, rather its characteristics are 

modified by the encompassing environment. In a fusion 

device, the enveloping boundary is defined by a material 

surface commonly referred to as the first-wall, limiter 

(mechanical or magnetic), and any other major material 

surfaces in contact with the plasma. 

Charge-exchange neutrals associated with edge recycling, 

plasma ions and electrons intersecting 1imiters/divertors, 

energetic fusion alphas, and ions resulting from neutral beam 

injection are among the various sources of particle fluxes 

incident on materials facing a fusion plasma. These fluxes 
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may cause the release of surface atoms and/or absorbates 

(e.g., oxygen, sulfur, carbon) via the processes of 

sputtering, arcing, desorption, and blistering. If the 

impurities penetrate the plasma edge, possible deleterious 

effects include changes in the temperature and current 

profiles, leading to MHD instabilites [3-6] and/or a 

limitation on the maximum achievable ion flux density due to 

a fixed R-1imit.[3] Perhaps more importantly, small impurity 
-H -1 

concentrations on the order of 10 -10 produce enhanced 

radiative power losses which may prevent thermonuclear 

conditions from being obtained or sustained (Figure 

1.1).[3,4,7-10] Radiative processes, if dominant as a power 

loss mechanism, limit plasma discharge duration and are 

evident especially for nondiverted tokamak operation where 

radiation losses in ASDEX [6], Doublet-Ill [8], T-12 [11], 

and DUE [10] accounted for 50-80% of the total energy loss. 

The allowable impurity concentration is dependent upon the 

charge state, Z, since the radiative power loss mechanisms of 

bremsstrahlung, line radiation, and recombination are 
2 4 fe 

approximately proportional to Z , Z , and Z , 

respectively.[2] 

1.1 Impurity/Erosion Mechanism/Control Review 

The various sources of plasma impurities having an 
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Figure 1.1 Minimum Tokamak Ignition Temperature 
Versus Plasma Impurity Concentration 
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impact on non-disruptive tokamak operations can be diminished 

by a judicious assessment of wall conditioning, material 

specification, and adjustment of the plasma-edge conditions 

(density and temperature) in conjunction with an active 

impurity scheme (pumped limiter or magnetic divertor). As a 

brief review of the constraints and conditions necessary for 

plasma impurity reduction and/or wall erosion control (given 

in more detail elsewhere [12-14]), a number of the more 

important aspects are summarized below. 

Through the use of wall conditioning defined to include 

degreasing, polishing, vacuum baking, and discharge cleaning, 

the following observations have; been made. 

(a) Elimination of surface protrusions, asperities, and 

adsorbed contaminants reduces the initial arcing frequency by 

two to three orders of magnitude for a given set of plasma 

parameters [3,15-17] and inhibits the development cone 

formation associated with sputtering.[18,19] Also, chunk 

emission due to neutron sputtering of fabrication asperities 

can be avoided by proper surface preparation.[20,21] 

(b) High temperature baking and various wet-chemical and 

physical treatments of the torus and vacuum components act to 

prevent the thermal desorption of surface contaminants due to 

simple plasma heating. Furthermore;, the initial conditioning 

of the tokamak vessel via argon sputtering followed by the 

periodic application of discharge cleaning methods (e.g., 

Taylor DC, electron cyclotron resonance (ECR-DC), and AC) 
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lessens the probability of near-surface adsorbates and 

volatile oxides from being desorbed (or sputtered) by 

ion-impact.[3,22-25] 

Material specification defined to include elemental 

composition, porosity, hardness, and operating temperature 

influences the plasma impurity sources such that: 

(a) Avoidance of materials having a low melting point 

and low thermal conductivity (hence, high arcing erosion 

rates) in favor of refractory metals or various proposed 

tokamak materials such as stainless steels, titanium, and 

copper increases arcing resistance.[26-28] 

(b) Selection of metals whose associated oxides are 

easily reducible to Hz0 will insure that discharge cleaning 

removes the near-surface passivation oxide layer (if any), 

preventing subsequent ion-impact desorption during tokamak 

operation.[22,23,29] 

(c) For poor to moderate confinement of energetic fusion 

alphas (a condition of experimental reactors, but not 

expected in power reactors), the use of sintered materials 

(high porosity) e.g., beryllium and aluminum, reduces the 

blistering probability by as much as three orders of 

magni tude.[30] 

(d) Because the sputtering threshold energy is inversely 

proportional to atomic number, high-Z element surfaces, as 

opposed to low-Z element surfaces, will suppress plasma 

contamination and wall erosion via physical sputtering at low 
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plasma-edge temperatures (<50 eV).[31] However, if 

plasma-edge temperatures ^0(10 eV) are necessary from a 

plasma-physics point of view, then low-Z element surfaces 

must be employed in light of the excessive radiation losses 

and self-sputtering yields associated with high-Z elements. 

Adjustment of the plasma-edge parameters, either at the 

first-wall and/or at the 1imiter/divertor plates, may 

substantially reduce erosion rates. 

(a) In future tokamaks (demos or power reactors) where 

"hotter and denser" plasma conditions will be necessary to 

sustain fusion ignition requirements, arcing may occur 

regardless of the exposed material composition and condition 

13 -3 
if the plasma-edge density exceeds 10 cm .[14] 

(b) Low edge temperatures and high edge densities may 

provide a buffer zone between the surface material of the 

first-wall and an energetic source of charge-exchange 

neutrals or an energetic recirculating ion-flux.[13,30] 

However, such a buffer zone results in larger incident 

surface fluxes (at least an order of magnitude greater than 

the plasma diffusion flux) which may act to increase erosion 

rates if the particle energies exceed the sputtering 

threshold. 

(c) Low edge temperatures at the 1imiter/divertor plate 

proportionally decrease the sheath potential and, in turn, 

substantially reduce material surface erosion rates via 

sputtering.[31] 
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(d) Low edge temperatures may lower the chemical 

activities enough to permit the use of a material such as 

graphite which undergoes hydrocarbon formation (chemical 

sputtering).[32] 

A summary, then, of the impurity/erosion control factors 

leads to the following general conclusions. On the basis of 

wall conditioning alone, the desorption and neutron 

sputtering mechanisms have a negligible impact on plasma 

contamination. The combination of material specification and 

wall conditioning in association with the appropiate 

plasma-edge parameters substantially reduces the seriousness 

of arcing, blistering, and chemical erosion. However, 

physical sputtering remains as probably the most critical 

impurity and material 1ife-1imiting phenomenon confronting 

the analysis and design of most envisoned tokamak devices. 

Only in a regime as proposed for the Phase-I INTOR divertor 

plate [33] (high density and low temperature, 20 eV) can the 

effects of physical sputtering be diminshed for conventional 

materials. If such a regime is unattainable due to plasma 

physics contraints, low-Z materials must be applied to all 

surfaces exposed to the.plasma. However, low-Z elements tend 

to possess poor thermal and mechanical properties, thus, 

necessitating their use in a coating (thin-film) form on a 

higher-Z structural substrate. Conceptually then, coatings 

provide the means to preserve the substrate conditions of 

tensile strength, thermal conductivity, high melting point, 
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and swelling resistance while reducing the detrimental 

impurity/erosion effects via physical sputtering. 

Conventional coatings have been applied to substrates by 

vapor deposition or bonding techniques. One 1ife-1imiting 

aspect of these coatings has been lack of mechanical 

integrity of the coating-substrate interface (adhesion layer) 

under thermal shock/cycling and irradiation induced gas 

build-up. Mechanical instability via exfoliation, 

blistering, and micro-crack formation [34-37] or from the 

redeposition process associated with erosion and recycling 

[38] has lead to the observed failure for a number of coating 

types. Another problematic aspect of deposited/bonded 

coatings is the preferential erosion of various surfaces 

within the plasma environment (e.g., limiter, divertor, 

probes), requiring an in-situ replenishment scheme. 

Rather than seeking solutions to the 

interfacial/replenishment problems of distinct 

coating/substrate systems, another approach is to develop 

alloys that produce self-healing low-Z coatings under induced 

radiation/thermal segregation. The concept of a 

self-sustaining thin-film requires the identification of 

alloy component systems in which the stringent conditions of 

thermal mismatch ?nd gas accumulation are avoided at the 

interface. Furthermore,, good thermal contact at the 

interface demands that the coating not buildup to some 

arbitrary thickness; hence, the coating thickness must be 



9 

self-1imiting as well as self-sustaining. 

Experimental data [39] and initial scoping calculations 

[40] indicate that for incident light-ions with energies 

below 1 keV more than 95% of all sputtered atoms originate 

from the uppermost atomic layer. Hence, a self-sustaining 

monolayer ("thin-film") may be sufficient in preventing the 

structural substrate from being sputtered. Indeed, the 

experimental data [39] in conjunction with preliminary 

calculations [40] show a significant reduction in the 

substrate sputtering yield for an atomic over layer/substrate 

system. However, accompanying a reduction in the erosion of 

the "underlying" substrate is the substitutional sputtering 

erosion of the over layer. If the over layer consists of low-Z 

material and has an "acceptable" sputter-erosion yield, then 

it not only provides a means of wall erosion control but also 

a means of plasma-impurity control through lower radiation 

losses. 

An extension of the self-sustaining over layer concept is 

to select alloys in which the segregating solute sputters 

primarily as an ion. Scoping calculations show that in the 

presence of a plasma sheath potential (1imiter/divertor), 

secondary-ions have a small probability of escaping into the 

plasma via overcoming the retarding potential.[41,42] Also, 

secondary-ions emanating from the first-wall and/or 

1imiten/diver ton are redeposited without entering the plasma 

as a result of the deflection produced by a magnetic field. 
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The return of secondary-ions via a sheath potential or 

magnetic-field deflection is exhibited in Figure 1.2. 

For most elements, except the alkali metals and alkaline 

earths, the charged fraction of the sputtering yield is less 

than one percent.[43] The sputtered ion yield (secondary-ion 

emission) of the alkali metals is on the order of 90%.[43] 

Hence, an alkali-metal covered surface may provide the means 

to reduce substrate sputtering and substantially diminish 

over layer sputtering altogether. An initial experimental 

attempt to study an alkali-metal system has been accomplished 

by analyzing the behaviour of a deposited monolayer of 

potassium on molydenum.[39] The application of a negative 

bias to the K/Mo system to simulate a negative sheath 

potential shows a significant reduction in the sputtering 

yield (Figure 1.3). Sputtering of the potassium is not 

eliminated since the secondary-ion fraction for the K/Mo 

system is equal experimentally to 60%.[39] 

1.2 Thesis Proposal and Scope 

The objective of the current research (thesis) is to 

determine the needs and to develop a framework (mechanics) 

for analyzing mono-layer "thin-films" as a means of fusion 

plasma-impurity and wall erosion control. The investigation 

into the proposition of self-sustaining low-Z and/or 
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secondary-ion emitting monolayers must account for 

plasma-edge phenomena, physical sputtering, and metal-surface 

kinetics of an irradiated solid. 

Limitations of the plasma-edge characteristics (e.g., 

density and temperature) are determined by the most severe 

erosion conditions. Within a tokamak, the 1imiter/divertor 

present the most extreme erosion due to the predominance of 

heavy-ion sputtering. Current proposed 1imiter/divertor 

materials provide no means of achieving edge-temperatures in 

excess of 50 eV for acceptable erosion rates. At the 

first-wall, the sputter-erosion is predominately due to 

light-ions since the sputtered material from the first-wall 

more severly affects the 1imiter/divertor as impurities are 

carried to these sites. Because light-ion sputtering is 

orders of magnitude less than heavy-ion sputtering and 

because light-ion sputtering does not directly result in 

"runaway" erosion (sputtering cascades resulting from 

sputtering yields exceeding unity), the physics of the 

plasma-wall interaction is not the limiting criterion on the 

material in contact with the plasma. impurites are carried 

to these sites. 

The modeling of the plasma-edge "in contact" with the 

1imiter/divertor plate has been reduced to investigating the 

kinetic behaviour of the potential sheath for a magnetized 

plasma. The angle of projectile impact with respect to the 

plate surface in the presence of a sheath potential is not 
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well known as a function of plasma-edge temperature and/or 

plasma-edge density. Erosion is strongly dependent upon the 

impact angle; hence, if the potential advantages of thin-film 

systems over conventional materials are to be evaluated, a 

comprehensive analysis requires the impact angle dependence 

upon the material species. Furthermore, material 

characteristics that may affect the potential sheath due to 

secondary emission must be surveyed in terms of relative 

importance. A Kinetic potential sheath model for an 

arbitrary magnetic field is developed in order to consider a 

number of the impact and secondary-emission characteristics 

within the 1imiter/divertor region. 

The wall-erosion protection provided by a 

self-sustaining monolayer requires a fundamental knowledge of 

sputtering and damage processes within the near-surface 

region of irradiated materials. The energy deposition 

profile within the target material as a result of 

light/heavy-ion impact is directly proportional to the 

sputtering yield and the damage incurred. Projectile impact 

angle and impact energy in conjunction with the spatial 

concentrations of the material determine the energy 

deposition characteristics. A sputtering mechanics model has 

been developed to simulate the collision cascade processes 

for a multi-component, multi-layer (heterogeneous) material. 

While erosion yields provide a means of determining a 

static shielding factor for protective thin-film coverage, 
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the time evolution of a proposed self-sustaining "coating" 

under plasma-edge irradiation and fusion material conditions 

determines the overall feasibility of such systems. The 

athermal processes of sputter erosion and displacement mixing 

coupled to the thermal processes of atom-defect migration 

within the alloy are modeled to investigate the solute 

replenishment at the alloy surface. The kinetic evolution of 

the alloy composition is functionally dependent upon the 

energy deposition characteristics of the impacting 

projectiles which, in turn, are dependent upon the impact 

angle and energy quantities. Hence, in a heuristic fashion, 

the viability of the thin-film concept is dependent upon the 

coupling of the plasma-edge characterisi tics to the metal 

kinetics of the 1imiter/divertor surface. 

The mechanics/kinetics developed to investigayte 

thin-film systems is general enough (or can be generalized) 

to model any number of proposed 1imiter/divertor alloy 

surfaces. For the current, research, the modeling is 

restricted to three alloy systems, specifically, Cu-Li, V-Al, 

and W-Be. The solvents Cu, V, and W in conjunction with 

their respective alloying elements have the bulk properties 

required by fusion reactor material constraints of tensile 

strength, thermal conductivity, relatively low radiation 

induced activity, swelling resistance, and a sufficiently 

high melting point. Preliminary segregation calculations, 

considering thermal aspects only, are suggestive that a 
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protective solute coating (Li, Al, or Be) can be maintained 

at fusion reactor operating temperatures. A 100% 

concentration of the low-Z solute can be obtained for solute 

concentrations as low as 4% for solvent metal temperatures 

less than 500 C. Of the three systems, the Cu-Li alloy has 

been analyzed more extensively than the V-Al and W-Be alloys 

since experimental work on the Cu-Li alloy has coincided with 

the general modeling developed during the current research 

effort. As a result, experimental data have been available 

to test the validity of the model results, alter the physics 

as necessary, and to provide physical insights into 

sputtering and alloy (atom-defect) kinetics. The model 

simulation of the Cu-Li alloy includes plasma-edge, 

sputter-erosion, and metal kinetic considerations, while the 

study of the V-Al and the W-Be alloys includes plasma-edge 

and erosion considerations alone. All investigations 

performed are based upon a philosophical premise of known 

physics and parameters, rather than extrapolating to "what 

if" scenarios, simply due to the vast number of "unknowns" 

for the alloys studied. 

As a final addendum, the research is not limited in 

scope to modeling various physical effects, rather importance 

is placed on identifying a number of other pertinent effects 

(not modeled) to provide a framework for future research and 

to provide the bounds necessary for drawing the general 

conclusions herein. 
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1.3 Relevant Mechanics/Kinetics Review 

As a direct result of an ion/electron plasma coming in 

contact with an electrically insulated plate 

(1imiter/divertor) a negative potential at the plate surface 

with respect to the plasma is formed.[44-47] Briefly, the 

potential formation scenario begins with the pre-equi1ibrium 

condition of the plate surface at the plasma potential. Due 

to the higher thermal velocities of electrons as compared to 

ions, the electron current to the plate is greater than the 

ion current resulting in a negative charge buildup. 

Equilibrium occurs when the net current to the plate 

vanishes. The resulting negative potential has the general 

characteristics of (1) repulsion of all electrons, except 

those that have kinetic energies sufficient to overcome the 

retarding potential, (2) acceleration of ions due an 

attracting potential, and (3) a potential "drop" in close 

proximity to the plate due to Debye shielding. Debye 

shielding provides a screening layer (otherwise known as a 

sheath) between the plasma and the plate. Within the plasma 

where potential changes are small relative to kinetic 

electron temperature, temporal potentials vanish due to the 

simple redistribution of the electrons. 

The physical characteristics of sheath potentials have 

been extensively analyzed employing both kinetic and fluid 

concepts, where the magnetic field is assumed parallel to the 
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metal surface normal; i.e., magnetic field effects on the 

potential and particle behaviour can be neglected. The 

emphasis of magnetic field-free studies has been to 

investigate the effects of electron and ion temperature, flow 

velocity conditions, secondary charged-particle emission, 

charge state, mass, and reflection upon the the sheath 

potential magnitude and profile (for a general review see 

ref. [48]). While these investigations have yielded 

qualitative information important in predicting general 

sheath trends expected in fusion reactor applications, in 

reality the sheath potential region is not free of magnetic 

forces. At a li miter on a poloidal diver tor plate, where it 

is necessary to spread the incident heat flux over a surface 

area as large as possible, the magnetic field must thus 

intersect the surface at oblique angles. The effects of a 

nonnormal magnetic field angle upon the sheath potential 

magnitude and the particle motion, specifically surface 

impact quantities (e.g., impact angle and energy) may 

directly affect the plasma-edge conditions and the surface 

material considerations. 

Limited research efforts have been conducted in 

describing the magnetic field effects on the various sheath 

potential phenomena: most notably, work performed by 

Lambroise and Rubenstein [49] (probe theory), Daybelge and 

Bein [50] (exact particle dynamics for grazing magnetic 

angles),and Chodura [51] (a coupling of fluid presheath 
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mechanics to sheath kinetics). Daybelge and Bein concluded 

that the effect of the magnetic field angle on the potential 

magnitude is inconsequential, while Chodura observed a "weak" 

dependence of the potential magnitude on the magnetic angle, 

especially at grazing angles. Of more importance though, the 

inclusion of a magnetic angle may increase the pitch angle of 

the particle orbit away from the surface normal and along the 

direction of the magnetic axis.[49,51] Most fusion design 

analyses have assumed that the potential sheath will always 

force charged particles to impact normally, regardless of the 

magnetic angle. If indeed plasma ions impact at nonnormal 

angles of incidence, the erosion yields will increase 

subsequently and, perhaps, become intolerable for many 

proposed fusion reactor materials. Investigations performed 

to study the effects of impact quantities have been limited 

in scope and, as yet, the functional dependence upon particle 

mass, plasma-edge density, and plasma-edge temperature versus 

magnetic angle is lacking. 

Physical sputtering is defined by those processes which 

lead to the ejection of atomic particles from a solid surface 

(under projectile bombardment) due to the momentum transfer 

of slowing down energetic ions and/or neutrals. "Classic" 

Sigmund theory [52] was the first extensive mathematical 

treatment of the relevant phenomena associated with 

sputtering mechanics and is based on the solution to the 

general Boltzmann transport equation. Under the assumption 
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of random slowing down in an infinite medium, exact solutions 

are obtained in the asymptotic limit where the scattering 

energy is much greater than the energy of sublimation. The 

theory is accurate to within a factor of two (compared to 

experimental yields) for heavy-ion sputtering over the energy 

range 10 -10 eV [52,53], whereas, for light-ion sputtering, 

only qualitative agreement is possible (an order of magnitude 

inaccuracy). Extensions of Sigmund theory consider the 

anisotropy of the momentum density of the collision cascade 

[54], the threshold effects for cascade initiation [55], and 

the exact numerical solution to the Boltzmann equation for a 

finite medium using the discrete-ordinates ANISN computer 

code.[56] As a result, the energy and angular distributions 

of sputtered particles are correctly determined within a 

factor of two [54], light-ion sputtering is better 

approximated [55], and the yield as a function of projectile 

energy and angle for a finite medium can be accurately 

determined if the material interaction cross-sections are 

known.[56] 

Sputtering models based on either Monte Carlo techniques 

or empirical relationships have matched successfully with 

experimental data benchmarks. Of the Monte Carlo models, the 

MARLOWE [57] and TRIM [58] computer codes have attained the 

widest acceptability to fusion applications. These codes are 

based upon an atomistic approach to the collision sequences 

which may lead to a sputtering event. Calculations employing 
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either MARLOWE or TRIM produce correct sputtering yields 

(with the proper adjustment of material parameters) as a 

function of incident energy and angle regardless of the 

projectile-target combination. 

Of the several proposed empirical models, two of the 

most commonly used approaches have been formulated by D.L. 

Smith et al. [59,60] and J. Roth et al. [61,62]. A better 

empirical approach is a hybrid of these models [14] such that 

Y(E,6)=R(E)S(0), where the sputtering yield as a function of 

energy and angle, Y(E,9), is equal to the product of the 

normal incidence Roth yield, R(E), and the angular dependent 

Smith multiplier, S(9) 

Determination of a sputtering mechanics framework best 

suited for the modeling of irradiated alloy systems was based 

on a process of review and elimination of the above models 

taking into consideration experimental accuracy, 

computational expediency, and availabilty of model 

parameters. The empirical approaches immediately present 

themselves as unacceptable due to the inherent assumption of 

material homogeneity. Classic analytical Sigmund theory 

(plus recent modifications) predict, at best, sputtering 

yields within 50-100% af experimental data. The numerical 

Boltzmann transport treatment (ANISN), while relatively 

accurate, requires a knowledge of complex alloy 

cross-sections. For the alloy systems under study (where 

experimental data is lacking), material cross-sections are 
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not readily available. 

The Monte Carlo codes present the best means and 

versatility for predicting the sputtering yields over a large 

range of incident energies and angles for heteorgeneous alloy 

systems. MARLOWE while more physically accurate than TRIM 

due to its inclusion of the exact lattice geometry as opposed 

to an amorphous structure, is extremely time consuming. 

Also, a detailed knowledge of the lattice behaviour of the 

alloy systems is not well established. The TRIM code, thus, 

presents itself as the most flexible and expedient framework 

in which to model multi-component, multi-layer (concentration 

gradient) materials. 

A brief synopsis of atom-defect kinetics and of other 

relevant atom-defect phenomena is presented in Chapter 4 of 

the thesis. The importance of each metal kinetic mechanism 

(thermal and athermal) upon solute diffusion and segregation 

is discussed and subsequently analyzed with respect to the 

Cu-Li alloy. 
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CHAPTER II 

Derivation of the Sheath Model 

2.1 Introduction 

Particle quantities such as the projectile angle/energy 

of impact and resultant sputtering yield require a Kinetic 

treatment as opposed to a fluid treatment of the plasma-wall 

transition layer. Specifically, a model (partially analogous 

to the Kinetic treatment proposed by Chodura [51]) is 

developed to characterize a strong electric space-charge 

potential defined by boundary conditions found at the 

1imiter/divertor. Within the specified spatial domain, the 

mean-free-path collision and ionization distance, \ m f p, is 

assumed to be much greater than the plasma-edge scale length. 

Because the sheath development region scales similarily to 

the plasma-edge scale length, electron, ion, atom, and 

molecule collision processes may be ignored. 

Briefly, the model is defined as a "box" or control 

surface through which plasma-edge ions flow assuming upstream 

velocity conditions. At time t=0 , a metal partition is 

inserted to simulate the charge-buildup (if any) at the 

1imiter/divertor surface. The resultant transient 

electric-field is used to step the primary particle 
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trajectories through time until convergence of an 

electrostatic potential is obtained. In lieu of experimental 

data, secondary particle models and trends, whenever 

available, are employed so that these effects on the 

potential magnitude and potential profile may be 

investigated. 

2.2 Plasma Sheath Geometry 

Resolution of the magnetized sheath model geometry into 

four distinct regions - the plasma, "presheath," sheath, and 

wall (metal surface) - is depicted by Figure 2.1. The 

plasma state is assumed to depend only on the x'-coordinate 

perpendicular to the wall; i.e., particle densities and 

fluxes, force fields, and the wall surface are infinite and 

uniform in the y'z' plane. The electric field (if any) is 

parallel to the x'-direction and is equal to the negative 

gradient of the potential such that E(x') = -V^(x'), while 

the magnetic field is at an angle, y* , with respect to x' 

such that "B = B(x' ,y' ) . 

The plasma is assumed to be an infinite source of 

primary electrons and ions with the additional constraint of 

time independent particle fluxes across the plasma-edge 

boundary in the direction of the wall. Hence, the 

plasma-edge distribution functions are decoupled from 
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Figure 2 . 1 Magnet ized Sheath Model Geometry 
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plasma-wall interaction effects that could otherwise alter 

the primary charged-particle distributions during the profile 

evolution of the sheath potential. While such a coupling may 

be important in specifying the form and the structure of the 

plasma (hence, the potential itself) near a metal surface 

[63], the necessity of including collision and ionization 

processes to simulate a coupling has been deemed beyond the 

scope of the current research (col 1isionless modeling). 

Furthermore, within the geometrical framework defined, the 

plasma-edge boundary distributions are representative of the 

"plasma presheath." These distributions must then reflect 

the streaming (acceleration) conditions due to the long-range 

plasma electric field set-up by the electron pressure 

gradient. 

Particle fluxes streaming from the plasma into the 

"presheath" (better known as the magnetic presheath) traverse 

parallel along a uniform magnetic field, VB=0. Neglecting 

the gradient of the magnetic field over the sheath region as 

a second-order effect is justified when compared to strong 

first-order effects of the electric sheath and Lorentz 

forces. The mathematical construct of a "presheath" is 

justified due to the necessity of ion-flux conservation 

across the boundary x/_0. When the angle of the magnetic 

field, ĵ  , is nonzero, primary ions streaming into the sheath 

may re-enter the "presheath" region due to their gyromotion. 

Thus, the size of the presheath is proportional to the ion 
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gyroradius and the magnetic angle. Within the defined 

presheath, the electric field (if any) is "weak" such that 

relative quasineutral i ty is assumed and V$> *• 0 over the 

presheath thickness. 

In Chodura's analysis of the transistion layer, the 

presheath does not exist solely as a feature of flux 

conservation, rather the presheath potential relative to 

upstream conditions is determined by using a two-fluid model 

for ions and electrons.[51] Solving the continuity and 

momentum equations with the proper closure conditions, the 

space-charge with the presheath can be found. Chodura 

couples the fluid presheath potential to the sheath potential 

at x'=0 by insuring an equivalent space-charge at the 

presheath-sheath boundary. 

The sheath region is characterized by a strong 

electric-field (at least one to two orders of magnitude 

greater than the presheath field) and scales according to the 

Debye length, )^D , as defined by the conditions at x'=0. The 

Debye length is that distance over which particle-particle, 

i.e. space-charge effects dominate. A sheath width of x'= 

10^o appears sufficient to model the potential 

prof i le, ̂> (x' ) . 

It is assumed that the wall is fully absorptive to 

primary electron and ion fluxes. Secondary electron and ion 

fluxes as well as reflected primary-ion fluxes are modeled as 

a function of the primary particle and wall material 
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characteristics. Non-uniformities in the wall surface have 

been ignored. 

2.3 Particle Trajectory Model 

The kinetic equations describing the primary and 

secondary particle trajectories during the temporal 

development of the sheath potential are given by Newton's and 

Poisson's equations: 

H\i k^ _ ±J = <VkU M X B ) 2 . 3 . 1 

V-E - JfKhi-nft) .2 .3 .2 
o 

where k designates the particle species, m the particle mass, 

and v the particle velocity vector. The ion and electron 

space-charge densities (n̂  and nc, respectively) are defined 

as the zeroth moment of the distribution function: 

nk(X) = j\U>')ctV (2.3.3) 

where f, (x',v') is the 6-D position-velocity distribution 
k 

function of species k. 
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The particle charge, q. , is defined as 
k 

°W ~ ^ k
e (2.3.4) 

such that Z = -1 for electrons, Z=1 for reflected and secondary 

emitted ions, and Z=Z(Te), the average plasma-edge primary 

ionic state. Primary ions emanating from the plasma have a 

charge state representative of coronal equilibrium (strongly 

temperature dependent), while the recycled ion wall flux 

which originates from within the plasma-wall transistion 

region (scrape-off layer) fails to coronally equi1ibrate.[64] 

These charge states are only weakly dependent upon the 

plasma-edge parmaters and for most impurites are well 

approximated by Z=3±1.[64] Justification for singly-ionized 

reflection and secondary emission is discussed later in 

sections 2.8 and 2.9, respectively. 

Newton's equation of motion for each particle is solved 

by using a second-order accurate, numerical implicit scheme 

[65] that insures the properties of time reversibility and 

energy conservation within a conservative field of force. 

Violation of these properties would erroneously result in the 

numerical generation of entropy. The implicit scheme of the 

position and velocity coordinates is given by 
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\ = {<"-*;)/** 2.3.5 

v* "- ( < " + v; ) / 2 . 2.3.6 

VT = K"+ M (v;+l +vy;)/z (2.3.7) 

where i corresponds to the ith time increment, At, and h is 

the Cartesian space coordinate (x,y,z). 

For calculational simplicity, the geometry of particle 

motion is chosen along the guiding center axis where B=B0nx 

(Figure 2.2). Newton's force balance components for the v 
h 

terms are given by 

v =. ^ p 
VX -~ b x (2.3.8a 

v . . = <V 
3 " T^S* Mo) (2.3.8b 
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Figure 2,2 Particle Motion Geometry 
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V2 Z " 1 V R (2.3.8c) 
rn J ° 

Substitutions of equation 2.3.5 and 2.3.6 into these 

equations yields 

V; +' - Vx
L - «k** E x (2.3.9a 

• i" -^ - ^\<vF^*;)) 2.3.9b 

v J T - v ; = - < u * 3 . J v »• • » ^ ,,3,c 
m z 

Rearrangement of these equations leads to the final 

result that 

V X = V x + 2 c E (2.3.10a 

8. 
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^ " l + Ca \0-cl)VJ + ̂  E«j + 2cvi"l (2.3.10b) 

V i " T H * \ 0 - t * ) v * ~ "g^ E^-"2.CVM (2.3.10c) 

where c=w, At/2, and w, is the gyrofrequency of the particle 

species k. 

2.4 Particle Density Calculation 

A Kinetic treatment of the plasma-edge transition layer 

presupposes the discrete sampling of continuous particle and 

current density distributions along a spatial grid. The 

direct implication is that particles are no longer points in 

space, rather they have a. finite size proportional to the 

grid spacing. The basic physics under investigation is not 

altered by a collection of finite-si zed particles as opposed 

to that of point particles, because close encounters between 

plasma particles have been neglected by previously assuming 

that the collisional mean-free-path is much greater than the 

Debye length. The most common means of simulating the 

collective behaviour over a statistical sample of charged 
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particles is achieved by employing a par tide-in-cel 1 (PIC) 

method.[66] 

Calculating the charge density of a discrete spatial 

grid requires a weighting scheme for each particle among the 

nearest grid points. The selection of a "proper" weighting 

scheme is crucial to the required computational time and 

number of particle histories to be followed as well as the 

plasma problem at hand. For instance, a zero-order weighting 

scheme is accomplished by counting the number of particles 

within ±&x/2 (one cell width) of the jth grid point.[66] 

While computationally fast, as the particle moves through the 

jth cell, the jumps up and down will produce a density and 

resultant electric field which are "noisy" both in space and 

in time. Higher-order weighting schemes tend to smooth out 

the density and electric-field statistical fluctuations at 

the cost of additional computational time. 

The initial PIC method employed to track the particle 

motion (more appropiately referred to as a velocity-in-cel1 

or "flux"-in-cel1 approach) is attune to the methodology 

implied by Chodura.[51] For ions whose flux is conserved 

across the transition layer, the density at the jth grid 

point for a given phase angle is defined as 

V v' I J - i 
r\; = n. —— V ' } (2.4.1) 

t k° VI; 
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where n, is the ion species density at x'=0 and vv»| - is the 
ko Xlj 

net velocity along the x'-axis. Particle motion translated 

from the guiding center of motion (x-axis) to the geometrical 

normal (x'-axis) results in the possibility of negative 

velocity x'-component values due to the helical gyromotion. 

The net particle velocity, thus is defined as 

V* 

N 

(2.4.2 V r 
. X , OJ 
} U>*| 

where U3 is the index which corresponds to the number of 

times the particle crossed the jth grid point in a time At. 

The directionally dependent velocities are weighted by an 

appropiate scheme. For a given phase angle, the helical 

behaviour of the ion velocity and density translated to the 

x'-axis is displayed in Figure 2.3. Averaging over all 

angular phase space should yield monotonic density and 

velocity profiles in the case of no electric field and in the 

presence of an electric field provided the correct 

edge-conditions are supplied. Flat profiles were indeed 

calculated when E=0 everywhere; however, oscillating velocity 

profiles (and, hence density profiles) resulted when 

space-charge effects were allowed to evolve for oblique 

magnetic angles. Chodura observed a similar behaviour and 

attributed it to a neccessity for changing the upstream 

velocity conditions.[51] While such a conclusion may indeed 
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be valid, it is the opinion of the author that the 

oscillatory behaviour is a result of the numerical technique 

as opposed to the modeled physics. Several variations of the 

"flux"-in-cel1 method did not yield numerically stable 

(monotonic) behaviours, thus the velocity-in-cel1 approach 

was discarded in favor of a true PIC methodology. 

The method of choice in the current study is a modified 

cloud-in-cel1 (CIC) scheme which allows charged particles to 

be finite-sized rigid clouds that may pass freely through 

each other. No oscillations have been observerd with the CIC 

scheme. The CIC weighting [66] is of first order (Figure 

2.4) placing that part of the cloud which is in the j-1 cell 

at x';_j and that part of the cloud in the jth cell at x'; . 

The cells are all of width Ax' about the nodal points, X'J . 

Thus, for the total cloud charge of q , the part assigned to 
k 

j-1 is 

V = 'H-.MkU'j-x'O/A*' (2-4-3) 

and that assigned to j is 

H = v ^ ^ - v ) / A * ' (2-44) 
where x'̂  is the center of the uniformily charged cloud. A 

higher-order modification to the CIC method can be 
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Figure 2 A First-Order Cloud-in-Cell Weighting Scheme 
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accomplished by averaging the charge at j, q-, over two 
<r 

consecutive time increments such that 

^r^Wl^ u-4-3 

The modified CIC scheme requires fewer particle histories per 

cell to be followed at the expense of a slower evolving 

density and electric field. 

As a further means of smoothing the particle density 

noise, a least-squares spline fit is employed through all of 

the values, q,-. The "knots" are chosen to most accurately 
} 

model the sheath profile behaviour (Figure 2.5). Grid 

spacing of the knots, fi^ , was defined as 

** = U,)* i *>i 2.4.6a 

where 

*. = **' = * > , ; ^O(.tf') 2.4.6b 



l±0 

Figure 2.5 Grid Spacing of the Least-Squares Spline 
Knots for the CIC Density Smoothing 
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2.5 Initial Conditions 

The sheath solution is sought over a number of primary 

and secondary charged-particle fluxes (Figure 2.6). Neutral 

fluxes due to recycling and their subsequent secondary 

charged particle generation have been neglected because an 

accurate modeling of these processes would require the 

inclusion of collision and ionization events. The plasma 

outflux streaming to the wall, thus, consists of primary 

electrons, T pe »
 ar|d primary ions where 

is the summation over fuel ion fluxes (D and T) as wel1 as 

any partially ionized impurity fluxes. The species outflux, 

Tj, is defined in terms of the parallel flux along the 

magnetic axis, "[?•• . entering the control surface at 

x'=-x sinjMFigure 2.7) such that 

T k = T H Sin^ (2-5.2, 

Influxes into the sheath from the wall are comprised of 

secondary electron emission, lse (due to primary ion and 

secondary electron impact processes), secondary-ion emission, 

Tsi/ as a result of primary ion sputtering, and reflected 
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Figure 2.7 Control Surface Defining the Region of 
Sheath Solutions for the Appropiate B.C.'s 
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primary ions,!^. Also, the influxes are resolved in terms 

of the causal primary particle fluxes. The fractions f, 

•C , and X . are survival probabilities of secondary 

electrons, secondary ions, and reflected ions, respectively, 

across the sheath emanating from the wall to x'=0. Only the 

most energetic secondary and reflected ions are able to 

overcome the sheath potential such that +.. , -C — • 0. Also, 

for an oblique magnetic field, the gyromotion will return the 

electron and ion influx, further reducing -f . and 4- and 

resul ting in -f < 1 . 

Initially, at time t=0, no influx exists and the primary 

outflux assumes the conditions of the presheath. Primary-ion 

velocity distributions are assumed half-Maxwel1ian parallel 

to the magnetic axis, x, 

f kK) « "p\-
mkK-vs)7iTk]i vx>/0 2.5.3 

and Maxwellian in the plane perpendicular to the magnetic 

axis 

^ ^ ^ ) - e x p \ - m k ( V y S . v - y ^ 2.5.4 

where v£ is the flow velocity due to the weak electric field 

over the presheath and plasma. The methodology for 

determining the velocity cooridinates vx, v , v , and the 
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flow velocity, vs, for each particle history that adequately 

describes the assumed Maxwellian distributions is outlined in 

Appendix A. 

The primary electron distribution is assumed to be 

Maxwel1-Boltzmann (fluid treatment) such that 

neP(x') = neo exp [e^U0/Te"j (2.5.5) 

Chodura treats the primary electron distribution Kinetically 

in the same manner as the primary ion distribution.[51] 

Kinetic effects of the primary electrons on the potential 

profile should be relatively insignificant compared to those 

of the primary ions, since the ratio of the electron to ion 

gyroradii scales as (me/m^) . Also, the kinetic time step 

necessary to track electrons is small compared to that of the 

ions (scaling as the electron to ion gyroradius ratio) so 

that the computional time required for space-charge 

equilibrium is much greater than for the kinetic treatment of 

primary ions alone. Neglecting kinetic primary electrons 

directly implies that the angular dependence of secondary 

electron emission due to electron impact can only be analyzed 

on an average basis. Chodura, as a result of the kinetic 

electron analysis, has been able to investigate the effects 

of secondary electron emission (on an exact basis) on the 

sheath potential as a function of magnetic angle.[67] 
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However, Chodura's kinetic analysis of primary electrons [68] 

indicates that the average angle of impact is relatively 

constant for magnetic angles r*70 and only shows a strong 

variation for magnetic angles ^ > 80 (grazing incidence). 

Quasineutrality at the sheath edge is written as 

H,~n e ; rv =^_ u°k'£knpk(x'=0) (2.5.6) 

where np. is the kth primary-ion density and u.° is a weighted 

fraction such that 2_u,Z,=1.0, at time, t=0. 
k k 

After a number of time increments, At's, quasineutrality 

at x'=0 requires that 

* 2 
t * '" ' ' k 

uk 2knPk^x' = 0) * nsi.U»o) v l n h k ^ s 0 ) 

2.5.7 

= n ?e (x' = 0) +
 n s e ( / = ° ) 

and 

V(*') = ̂ eo-ns^x' = o)]ex?^(^U')/Tel 2.5.8 

•fc o 
where u, <u. due to the wall-ion influx, nc; is the 

k ^ k **• 

secondary-ion density (assuming only one sputtered ion 

species), n , is the kth reflected-ion density, and nSe_ is 

the secondary-electron density. 
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2.6 E 1 ectric Field So 1 u 1:ion 

The calculation of a convergent and self-consistent 

electric field over the sheath region, Osx'-Sx^, requires that 

the following conditions be satisfied. 

<K*') = o @ x' = o 
(2.6.1 

lim T̂  =T e x. = Xw (2 6 2 

The first condition is a relative value of the potential at 

the "presheath"-sheath boundary, x'=0, to the wall potential 

value. A long range potential variation exists in the 
3 

"presheath" region due to the weak electric-field "^-0(10 

10 eV/m). The second condition requires that at equilibrium 

no net current of ions or electrons impinges upon the wall 

for an electrostatic field. 

Initially, at time t = 0, the relative disparity in the 

electron flux to that of the ion flux incident on the wall is 

proportional to the ratio of their velocities streaming into 

the sheath region. 
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v</v) 
± = 0 

2.6.3 

The convergence scheme takes advantage of the charge-buildup 

at the wall due to the electron and ion flux disparity. 

During a time increment, At, the change in the wall 

space-charge is 

SP = liW-p-TY A± r - T ^ - ' J 
2.6.4 

X =X 

and the resultant wall electric-field is given by 

Ew = E > lp @ ^ - x w 2.6.5 

Thu s, the proper convergence scheme will result in S-o-̂ O and 

E, = E as t-» <*>.. 

For each time increment of the electric-field 

development, an iteration of the equations 

<Kx')= ECO As 2.6.6a 
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npe (x') = \
neo-nseCx'-o^ exp^ecj>(x')/T 1 2.6.6b 

V-E(*')= f iMO-n.W] 2.6.6c 

UJ is solved seeking an electric-field solution where E(x'=x 

E^ and <J>(x'=0). Also, the solution must be such that 

0$E(x'ME over the sheath region. The new electric-field 

profile is subsequently used to update the particle 

trajectories and currents over the next time increment. 

2.7 Secondary Electron Emission 

Secondary electron emission processes act to reduce the 

sheath potential such that [69] 

<H*' = *U>) **• In 0-^) (2.7.1) 

where ^ is the ratio of the secondary emission to primary 

electron fluxes defined as 
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Y _ (̂  + ̂ 1+0 
6 - T~. \~~ (2.7.2) 

\ > + 1 + ̂o) 

where <T̂  is the electron-impact coefficent, ^T is the 

ion-impact coefficient, and 0"o is the coefficient due to all 

other processes. To first-order electron and ion impact 

processes are the most important in determining $ , i.e. 

VI^W-
For monatomic (non-alloy) metal surfaces, empirical 

scaling laws exist whereby secondary electron emission can be 

modeled via electron and ion impact. At normal incidence,^ 

approximates [70] 

^ = ^ n ( a , V l ) l ( l + asex?(-^t)V(l+t) 2.7.3 

where the constants a-K (i = 1 ,2,3,4) have the values 1.533^ , 

2.676, 0.2218, and 14.032, respectively. The factor q"e
mAX 

corresponds to the maximum value of V& which occurs at the 
WAX -£> >̂ p . «nAx p 

energy E e or 3=1, where 3=E e /Ee and E£ is the primary 

electron impact energy. For nonnormal incident angles, both 

T^ and E e are angularly dependent. The expression 


