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SUMMARY 

A simulation of self-sustaining (low-Z) "thin-films" as 

a means of fusion plasma impurity and wall erosion control 

has been performed through the development and/or extension 

of potential sheath, sputtering mechanics, and metal-surface 

kinetic models. Angular impact behaviour determined from the 

potential sheath model as a function of plasma-edge 

conditions provides the parameterization necessary for 

calculating thin-film alloy sputtering yields. The 

sputtering yields and damage profile behaviour resulting from 

the sputtering mechanics model for heterogeneous alloys 

provide the athermal driving force characteristics necessary 

for modeling the metal-surface kinetics of thin-film systems. 

The coupling of athermal and thermal phenomena establishes 

the framework for investigating the ability of thin-film 

systems to sustain themselves in an irradiation environment. 

The application of the sheath, sputtering, and 

metal-surface kinetic models assumes a "worst case" scenario 

of a potential field in the presence of a grazing magnetic 

angle with the fusion conditions of edge densities greater 

than 0(10 m" ) and edge temperatures less than ~0(10 eV). 

Potential sheath calculations predict that low-Z ions impact 

at angles closely coinciding with the magnetic angle, while 

high-Z ions may be assumed to impact normally for magnetic 
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angles of 80 degrees or less. If the low-Z secondary-ion 

fraction exceeds 50%, low-Z self-sustaining thin-film systems 

are potentially advantageous in comparison to elemental 

surfaces due to reduced sputter erosion. For one such 

system, a Cu-Li alloy, the kinetic modeling is predictive of 

a self-sustaining Li thin-film, if the Li secondary-ion 

fraction approaches 90%. Comparison of the kinetic modeling 

to experiment for the Cu-Li alloy suggests that preferential 

sputtering is not the sole determinant of the equilibrium 

surface composition for mass-disparitive alloying elements. 



1 

CHAPTER I 

Introduction 

The notion of a magnetically confined plasma suggests 

that charged particle motion along field lines is constrained 

within a predefined physical space in isolation from 

disruptive forces and/or physical material boundaries. Ideal 

confinement further implies that no out flux of charged 

particles normal to the control surface enveloping the plasma 

is possible. However, for real plasmas, transport mechanisms 

such as collisions, plasma turbulence, instabilities, and 

particle drifts act to drive particle fluxes across 

constraining magnetic flux surfaces.[1,2] Thus, a plasma does 

not exist in isolation, rather its characteristics are 

modified by the encompassing environment. In a fusion 

device, the enveloping boundary is defined by a material 

surface commonly referred to as the first-wall, limiter 

(mechanical or magnetic), and any other major material 

surfaces in contact with the plasma. 

Charge-exchange neutrals associated with edge recycling, 

plasma ions and electrons intersecting 1imiters/divertors, 

energetic fusion alphas, and ions resulting from neutral beam 

injection are among the various sources of particle fluxes 

incident on materials facing a fusion plasma. These fluxes 
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may cause the release of surface atoms and/or absorbates 

(e.g., oxygen, sulfur, carbon) via the processes of 

sputtering, arcing, desorption, and blistering. If the 

impurities penetrate the plasma edge, possible deleterious 

effects include changes in the temperature and current 

profiles, leading to MHD instabilites [3-6] and/or a 

limitation on the maximum achievable ion flux density due to 

a fixed R-1imit.[3] Perhaps more importantly, small impurity 
-H -1 

concentrations on the order of 10 -10 produce enhanced 

radiative power losses which may prevent thermonuclear 

conditions from being obtained or sustained (Figure 

1.1).[3,4,7-10] Radiative processes, if dominant as a power 

loss mechanism, limit plasma discharge duration and are 

evident especially for nondiverted tokamak operation where 

radiation losses in ASDEX [6], Doublet-Ill [8], T-12 [11], 

and DUE [10] accounted for 50-80% of the total energy loss. 

The allowable impurity concentration is dependent upon the 

charge state, Z, since the radiative power loss mechanisms of 

bremsstrahlung, line radiation, and recombination are 
2 4 fe 

approximately proportional to Z , Z , and Z , 

respectively.[2] 

1.1 Impurity/Erosion Mechanism/Control Review 

The various sources of plasma impurities having an 
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Figure 1.1 Minimum Tokamak Ignition Temperature 
Versus Plasma Impurity Concentration 
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impact on non-disruptive tokamak operations can be diminished 

by a judicious assessment of wall conditioning, material 

specification, and adjustment of the plasma-edge conditions 

(density and temperature) in conjunction with an active 

impurity scheme (pumped limiter or magnetic divertor). As a 

brief review of the constraints and conditions necessary for 

plasma impurity reduction and/or wall erosion control (given 

in more detail elsewhere [12-14]), a number of the more 

important aspects are summarized below. 

Through the use of wall conditioning defined to include 

degreasing, polishing, vacuum baking, and discharge cleaning, 

the following observations have; been made. 

(a) Elimination of surface protrusions, asperities, and 

adsorbed contaminants reduces the initial arcing frequency by 

two to three orders of magnitude for a given set of plasma 

parameters [3,15-17] and inhibits the development cone 

formation associated with sputtering.[18,19] Also, chunk 

emission due to neutron sputtering of fabrication asperities 

can be avoided by proper surface preparation.[20,21] 

(b) High temperature baking and various wet-chemical and 

physical treatments of the torus and vacuum components act to 

prevent the thermal desorption of surface contaminants due to 

simple plasma heating. Furthermore;, the initial conditioning 

of the tokamak vessel via argon sputtering followed by the 

periodic application of discharge cleaning methods (e.g., 

Taylor DC, electron cyclotron resonance (ECR-DC), and AC) 
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lessens the probability of near-surface adsorbates and 

volatile oxides from being desorbed (or sputtered) by 

ion-impact.[3,22-25] 

Material specification defined to include elemental 

composition, porosity, hardness, and operating temperature 

influences the plasma impurity sources such that: 

(a) Avoidance of materials having a low melting point 

and low thermal conductivity (hence, high arcing erosion 

rates) in favor of refractory metals or various proposed 

tokamak materials such as stainless steels, titanium, and 

copper increases arcing resistance.[26-28] 

(b) Selection of metals whose associated oxides are 

easily reducible to Hz0 will insure that discharge cleaning 

removes the near-surface passivation oxide layer (if any), 

preventing subsequent ion-impact desorption during tokamak 

operation.[22,23,29] 

(c) For poor to moderate confinement of energetic fusion 

alphas (a condition of experimental reactors, but not 

expected in power reactors), the use of sintered materials 

(high porosity) e.g., beryllium and aluminum, reduces the 

blistering probability by as much as three orders of 

magni tude.[30] 

(d) Because the sputtering threshold energy is inversely 

proportional to atomic number, high-Z element surfaces, as 

opposed to low-Z element surfaces, will suppress plasma 

contamination and wall erosion via physical sputtering at low 



6 

plasma-edge temperatures (<50 eV).[31] However, if 

plasma-edge temperatures ^0(10 eV) are necessary from a 

plasma-physics point of view, then low-Z element surfaces 

must be employed in light of the excessive radiation losses 

and self-sputtering yields associated with high-Z elements. 

Adjustment of the plasma-edge parameters, either at the 

first-wall and/or at the 1imiter/divertor plates, may 

substantially reduce erosion rates. 

(a) In future tokamaks (demos or power reactors) where 

"hotter and denser" plasma conditions will be necessary to 

sustain fusion ignition requirements, arcing may occur 

regardless of the exposed material composition and condition 

13 -3 
if the plasma-edge density exceeds 10 cm .[14] 

(b) Low edge temperatures and high edge densities may 

provide a buffer zone between the surface material of the 

first-wall and an energetic source of charge-exchange 

neutrals or an energetic recirculating ion-flux.[13,30] 

However, such a buffer zone results in larger incident 

surface fluxes (at least an order of magnitude greater than 

the plasma diffusion flux) which may act to increase erosion 

rates if the particle energies exceed the sputtering 

threshold. 

(c) Low edge temperatures at the 1imiter/divertor plate 

proportionally decrease the sheath potential and, in turn, 

substantially reduce material surface erosion rates via 

sputtering.[31] 
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(d) Low edge temperatures may lower the chemical 

activities enough to permit the use of a material such as 

graphite which undergoes hydrocarbon formation (chemical 

sputtering).[32] 

A summary, then, of the impurity/erosion control factors 

leads to the following general conclusions. On the basis of 

wall conditioning alone, the desorption and neutron 

sputtering mechanisms have a negligible impact on plasma 

contamination. The combination of material specification and 

wall conditioning in association with the appropiate 

plasma-edge parameters substantially reduces the seriousness 

of arcing, blistering, and chemical erosion. However, 

physical sputtering remains as probably the most critical 

impurity and material 1ife-1imiting phenomenon confronting 

the analysis and design of most envisoned tokamak devices. 

Only in a regime as proposed for the Phase-I INTOR divertor 

plate [33] (high density and low temperature, 20 eV) can the 

effects of physical sputtering be diminshed for conventional 

materials. If such a regime is unattainable due to plasma 

physics contraints, low-Z materials must be applied to all 

surfaces exposed to the.plasma. However, low-Z elements tend 

to possess poor thermal and mechanical properties, thus, 

necessitating their use in a coating (thin-film) form on a 

higher-Z structural substrate. Conceptually then, coatings 

provide the means to preserve the substrate conditions of 

tensile strength, thermal conductivity, high melting point, 



8 

and swelling resistance while reducing the detrimental 

impurity/erosion effects via physical sputtering. 

Conventional coatings have been applied to substrates by 

vapor deposition or bonding techniques. One 1ife-1imiting 

aspect of these coatings has been lack of mechanical 

integrity of the coating-substrate interface (adhesion layer) 

under thermal shock/cycling and irradiation induced gas 

build-up. Mechanical instability via exfoliation, 

blistering, and micro-crack formation [34-37] or from the 

redeposition process associated with erosion and recycling 

[38] has lead to the observed failure for a number of coating 

types. Another problematic aspect of deposited/bonded 

coatings is the preferential erosion of various surfaces 

within the plasma environment (e.g., limiter, divertor, 

probes), requiring an in-situ replenishment scheme. 

Rather than seeking solutions to the 

interfacial/replenishment problems of distinct 

coating/substrate systems, another approach is to develop 

alloys that produce self-healing low-Z coatings under induced 

radiation/thermal segregation. The concept of a 

self-sustaining thin-film requires the identification of 

alloy component systems in which the stringent conditions of 

thermal mismatch ?nd gas accumulation are avoided at the 

interface. Furthermore,, good thermal contact at the 

interface demands that the coating not buildup to some 

arbitrary thickness; hence, the coating thickness must be 
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self-1imiting as well as self-sustaining. 

Experimental data [39] and initial scoping calculations 

[40] indicate that for incident light-ions with energies 

below 1 keV more than 95% of all sputtered atoms originate 

from the uppermost atomic layer. Hence, a self-sustaining 

monolayer ("thin-film") may be sufficient in preventing the 

structural substrate from being sputtered. Indeed, the 

experimental data [39] in conjunction with preliminary 

calculations [40] show a significant reduction in the 

substrate sputtering yield for an atomic over layer/substrate 

system. However, accompanying a reduction in the erosion of 

the "underlying" substrate is the substitutional sputtering 

erosion of the over layer. If the over layer consists of low-Z 

material and has an "acceptable" sputter-erosion yield, then 

it not only provides a means of wall erosion control but also 

a means of plasma-impurity control through lower radiation 

losses. 

An extension of the self-sustaining over layer concept is 

to select alloys in which the segregating solute sputters 

primarily as an ion. Scoping calculations show that in the 

presence of a plasma sheath potential (1imiter/divertor), 

secondary-ions have a small probability of escaping into the 

plasma via overcoming the retarding potential.[41,42] Also, 

secondary-ions emanating from the first-wall and/or 

1imiten/diver ton are redeposited without entering the plasma 

as a result of the deflection produced by a magnetic field. 
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The return of secondary-ions via a sheath potential or 

magnetic-field deflection is exhibited in Figure 1.2. 

For most elements, except the alkali metals and alkaline 

earths, the charged fraction of the sputtering yield is less 

than one percent.[43] The sputtered ion yield (secondary-ion 

emission) of the alkali metals is on the order of 90%.[43] 

Hence, an alkali-metal covered surface may provide the means 

to reduce substrate sputtering and substantially diminish 

over layer sputtering altogether. An initial experimental 

attempt to study an alkali-metal system has been accomplished 

by analyzing the behaviour of a deposited monolayer of 

potassium on molydenum.[39] The application of a negative 

bias to the K/Mo system to simulate a negative sheath 

potential shows a significant reduction in the sputtering 

yield (Figure 1.3). Sputtering of the potassium is not 

eliminated since the secondary-ion fraction for the K/Mo 

system is equal experimentally to 60%.[39] 

1.2 Thesis Proposal and Scope 

The objective of the current research (thesis) is to 

determine the needs and to develop a framework (mechanics) 

for analyzing mono-layer "thin-films" as a means of fusion 

plasma-impurity and wall erosion control. The investigation 

into the proposition of self-sustaining low-Z and/or 
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secondary-ion emitting monolayers must account for 

plasma-edge phenomena, physical sputtering, and metal-surface 

kinetics of an irradiated solid. 

Limitations of the plasma-edge characteristics (e.g., 

density and temperature) are determined by the most severe 

erosion conditions. Within a tokamak, the 1imiter/divertor 

present the most extreme erosion due to the predominance of 

heavy-ion sputtering. Current proposed 1imiter/divertor 

materials provide no means of achieving edge-temperatures in 

excess of 50 eV for acceptable erosion rates. At the 

first-wall, the sputter-erosion is predominately due to 

light-ions since the sputtered material from the first-wall 

more severly affects the 1imiter/divertor as impurities are 

carried to these sites. Because light-ion sputtering is 

orders of magnitude less than heavy-ion sputtering and 

because light-ion sputtering does not directly result in 

"runaway" erosion (sputtering cascades resulting from 

sputtering yields exceeding unity), the physics of the 

plasma-wall interaction is not the limiting criterion on the 

material in contact with the plasma. impurites are carried 

to these sites. 

The modeling of the plasma-edge "in contact" with the 

1imiter/divertor plate has been reduced to investigating the 

kinetic behaviour of the potential sheath for a magnetized 

plasma. The angle of projectile impact with respect to the 

plate surface in the presence of a sheath potential is not 
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well known as a function of plasma-edge temperature and/or 

plasma-edge density. Erosion is strongly dependent upon the 

impact angle; hence, if the potential advantages of thin-film 

systems over conventional materials are to be evaluated, a 

comprehensive analysis requires the impact angle dependence 

upon the material species. Furthermore, material 

characteristics that may affect the potential sheath due to 

secondary emission must be surveyed in terms of relative 

importance. A Kinetic potential sheath model for an 

arbitrary magnetic field is developed in order to consider a 

number of the impact and secondary-emission characteristics 

within the 1imiter/divertor region. 

The wall-erosion protection provided by a 

self-sustaining monolayer requires a fundamental knowledge of 

sputtering and damage processes within the near-surface 

region of irradiated materials. The energy deposition 

profile within the target material as a result of 

light/heavy-ion impact is directly proportional to the 

sputtering yield and the damage incurred. Projectile impact 

angle and impact energy in conjunction with the spatial 

concentrations of the material determine the energy 

deposition characteristics. A sputtering mechanics model has 

been developed to simulate the collision cascade processes 

for a multi-component, multi-layer (heterogeneous) material. 

While erosion yields provide a means of determining a 

static shielding factor for protective thin-film coverage, 
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the time evolution of a proposed self-sustaining "coating" 

under plasma-edge irradiation and fusion material conditions 

determines the overall feasibility of such systems. The 

athermal processes of sputter erosion and displacement mixing 

coupled to the thermal processes of atom-defect migration 

within the alloy are modeled to investigate the solute 

replenishment at the alloy surface. The kinetic evolution of 

the alloy composition is functionally dependent upon the 

energy deposition characteristics of the impacting 

projectiles which, in turn, are dependent upon the impact 

angle and energy quantities. Hence, in a heuristic fashion, 

the viability of the thin-film concept is dependent upon the 

coupling of the plasma-edge characterisi tics to the metal 

kinetics of the 1imiter/divertor surface. 

The mechanics/kinetics developed to investigayte 

thin-film systems is general enough (or can be generalized) 

to model any number of proposed 1imiter/divertor alloy 

surfaces. For the current, research, the modeling is 

restricted to three alloy systems, specifically, Cu-Li, V-Al, 

and W-Be. The solvents Cu, V, and W in conjunction with 

their respective alloying elements have the bulk properties 

required by fusion reactor material constraints of tensile 

strength, thermal conductivity, relatively low radiation 

induced activity, swelling resistance, and a sufficiently 

high melting point. Preliminary segregation calculations, 

considering thermal aspects only, are suggestive that a 
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protective solute coating (Li, Al, or Be) can be maintained 

at fusion reactor operating temperatures. A 100% 

concentration of the low-Z solute can be obtained for solute 

concentrations as low as 4% for solvent metal temperatures 

less than 500 C. Of the three systems, the Cu-Li alloy has 

been analyzed more extensively than the V-Al and W-Be alloys 

since experimental work on the Cu-Li alloy has coincided with 

the general modeling developed during the current research 

effort. As a result, experimental data have been available 

to test the validity of the model results, alter the physics 

as necessary, and to provide physical insights into 

sputtering and alloy (atom-defect) kinetics. The model 

simulation of the Cu-Li alloy includes plasma-edge, 

sputter-erosion, and metal kinetic considerations, while the 

study of the V-Al and the W-Be alloys includes plasma-edge 

and erosion considerations alone. All investigations 

performed are based upon a philosophical premise of known 

physics and parameters, rather than extrapolating to "what 

if" scenarios, simply due to the vast number of "unknowns" 

for the alloys studied. 

As a final addendum, the research is not limited in 

scope to modeling various physical effects, rather importance 

is placed on identifying a number of other pertinent effects 

(not modeled) to provide a framework for future research and 

to provide the bounds necessary for drawing the general 

conclusions herein. 



1? 

1.3 Relevant Mechanics/Kinetics Review 

As a direct result of an ion/electron plasma coming in 

contact with an electrically insulated plate 

(1imiter/divertor) a negative potential at the plate surface 

with respect to the plasma is formed.[44-47] Briefly, the 

potential formation scenario begins with the pre-equi1ibrium 

condition of the plate surface at the plasma potential. Due 

to the higher thermal velocities of electrons as compared to 

ions, the electron current to the plate is greater than the 

ion current resulting in a negative charge buildup. 

Equilibrium occurs when the net current to the plate 

vanishes. The resulting negative potential has the general 

characteristics of (1) repulsion of all electrons, except 

those that have kinetic energies sufficient to overcome the 

retarding potential, (2) acceleration of ions due an 

attracting potential, and (3) a potential "drop" in close 

proximity to the plate due to Debye shielding. Debye 

shielding provides a screening layer (otherwise known as a 

sheath) between the plasma and the plate. Within the plasma 

where potential changes are small relative to kinetic 

electron temperature, temporal potentials vanish due to the 

simple redistribution of the electrons. 

The physical characteristics of sheath potentials have 

been extensively analyzed employing both kinetic and fluid 

concepts, where the magnetic field is assumed parallel to the 
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metal surface normal; i.e., magnetic field effects on the 

potential and particle behaviour can be neglected. The 

emphasis of magnetic field-free studies has been to 

investigate the effects of electron and ion temperature, flow 

velocity conditions, secondary charged-particle emission, 

charge state, mass, and reflection upon the the sheath 

potential magnitude and profile (for a general review see 

ref. [48]). While these investigations have yielded 

qualitative information important in predicting general 

sheath trends expected in fusion reactor applications, in 

reality the sheath potential region is not free of magnetic 

forces. At a li miter on a poloidal diver tor plate, where it 

is necessary to spread the incident heat flux over a surface 

area as large as possible, the magnetic field must thus 

intersect the surface at oblique angles. The effects of a 

nonnormal magnetic field angle upon the sheath potential 

magnitude and the particle motion, specifically surface 

impact quantities (e.g., impact angle and energy) may 

directly affect the plasma-edge conditions and the surface 

material considerations. 

Limited research efforts have been conducted in 

describing the magnetic field effects on the various sheath 

potential phenomena: most notably, work performed by 

Lambroise and Rubenstein [49] (probe theory), Daybelge and 

Bein [50] (exact particle dynamics for grazing magnetic 

angles),and Chodura [51] (a coupling of fluid presheath 
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mechanics to sheath kinetics). Daybelge and Bein concluded 

that the effect of the magnetic field angle on the potential 

magnitude is inconsequential, while Chodura observed a "weak" 

dependence of the potential magnitude on the magnetic angle, 

especially at grazing angles. Of more importance though, the 

inclusion of a magnetic angle may increase the pitch angle of 

the particle orbit away from the surface normal and along the 

direction of the magnetic axis.[49,51] Most fusion design 

analyses have assumed that the potential sheath will always 

force charged particles to impact normally, regardless of the 

magnetic angle. If indeed plasma ions impact at nonnormal 

angles of incidence, the erosion yields will increase 

subsequently and, perhaps, become intolerable for many 

proposed fusion reactor materials. Investigations performed 

to study the effects of impact quantities have been limited 

in scope and, as yet, the functional dependence upon particle 

mass, plasma-edge density, and plasma-edge temperature versus 

magnetic angle is lacking. 

Physical sputtering is defined by those processes which 

lead to the ejection of atomic particles from a solid surface 

(under projectile bombardment) due to the momentum transfer 

of slowing down energetic ions and/or neutrals. "Classic" 

Sigmund theory [52] was the first extensive mathematical 

treatment of the relevant phenomena associated with 

sputtering mechanics and is based on the solution to the 

general Boltzmann transport equation. Under the assumption 
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of random slowing down in an infinite medium, exact solutions 

are obtained in the asymptotic limit where the scattering 

energy is much greater than the energy of sublimation. The 

theory is accurate to within a factor of two (compared to 

experimental yields) for heavy-ion sputtering over the energy 

range 10 -10 eV [52,53], whereas, for light-ion sputtering, 

only qualitative agreement is possible (an order of magnitude 

inaccuracy). Extensions of Sigmund theory consider the 

anisotropy of the momentum density of the collision cascade 

[54], the threshold effects for cascade initiation [55], and 

the exact numerical solution to the Boltzmann equation for a 

finite medium using the discrete-ordinates ANISN computer 

code.[56] As a result, the energy and angular distributions 

of sputtered particles are correctly determined within a 

factor of two [54], light-ion sputtering is better 

approximated [55], and the yield as a function of projectile 

energy and angle for a finite medium can be accurately 

determined if the material interaction cross-sections are 

known.[56] 

Sputtering models based on either Monte Carlo techniques 

or empirical relationships have matched successfully with 

experimental data benchmarks. Of the Monte Carlo models, the 

MARLOWE [57] and TRIM [58] computer codes have attained the 

widest acceptability to fusion applications. These codes are 

based upon an atomistic approach to the collision sequences 

which may lead to a sputtering event. Calculations employing 
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either MARLOWE or TRIM produce correct sputtering yields 

(with the proper adjustment of material parameters) as a 

function of incident energy and angle regardless of the 

projectile-target combination. 

Of the several proposed empirical models, two of the 

most commonly used approaches have been formulated by D.L. 

Smith et al. [59,60] and J. Roth et al. [61,62]. A better 

empirical approach is a hybrid of these models [14] such that 

Y(E,6)=R(E)S(0), where the sputtering yield as a function of 

energy and angle, Y(E,9), is equal to the product of the 

normal incidence Roth yield, R(E), and the angular dependent 

Smith multiplier, S(9) 

Determination of a sputtering mechanics framework best 

suited for the modeling of irradiated alloy systems was based 

on a process of review and elimination of the above models 

taking into consideration experimental accuracy, 

computational expediency, and availabilty of model 

parameters. The empirical approaches immediately present 

themselves as unacceptable due to the inherent assumption of 

material homogeneity. Classic analytical Sigmund theory 

(plus recent modifications) predict, at best, sputtering 

yields within 50-100% af experimental data. The numerical 

Boltzmann transport treatment (ANISN), while relatively 

accurate, requires a knowledge of complex alloy 

cross-sections. For the alloy systems under study (where 

experimental data is lacking), material cross-sections are 
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not readily available. 

The Monte Carlo codes present the best means and 

versatility for predicting the sputtering yields over a large 

range of incident energies and angles for heteorgeneous alloy 

systems. MARLOWE while more physically accurate than TRIM 

due to its inclusion of the exact lattice geometry as opposed 

to an amorphous structure, is extremely time consuming. 

Also, a detailed knowledge of the lattice behaviour of the 

alloy systems is not well established. The TRIM code, thus, 

presents itself as the most flexible and expedient framework 

in which to model multi-component, multi-layer (concentration 

gradient) materials. 

A brief synopsis of atom-defect kinetics and of other 

relevant atom-defect phenomena is presented in Chapter 4 of 

the thesis. The importance of each metal kinetic mechanism 

(thermal and athermal) upon solute diffusion and segregation 

is discussed and subsequently analyzed with respect to the 

Cu-Li alloy. 
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CHAPTER II 

Derivation of the Sheath Model 

2.1 Introduction 

Particle quantities such as the projectile angle/energy 

of impact and resultant sputtering yield require a Kinetic 

treatment as opposed to a fluid treatment of the plasma-wall 

transition layer. Specifically, a model (partially analogous 

to the Kinetic treatment proposed by Chodura [51]) is 

developed to characterize a strong electric space-charge 

potential defined by boundary conditions found at the 

1imiter/divertor. Within the specified spatial domain, the 

mean-free-path collision and ionization distance, \ m f p, is 

assumed to be much greater than the plasma-edge scale length. 

Because the sheath development region scales similarily to 

the plasma-edge scale length, electron, ion, atom, and 

molecule collision processes may be ignored. 

Briefly, the model is defined as a "box" or control 

surface through which plasma-edge ions flow assuming upstream 

velocity conditions. At time t=0 , a metal partition is 

inserted to simulate the charge-buildup (if any) at the 

1imiter/divertor surface. The resultant transient 

electric-field is used to step the primary particle 
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trajectories through time until convergence of an 

electrostatic potential is obtained. In lieu of experimental 

data, secondary particle models and trends, whenever 

available, are employed so that these effects on the 

potential magnitude and potential profile may be 

investigated. 

2.2 Plasma Sheath Geometry 

Resolution of the magnetized sheath model geometry into 

four distinct regions - the plasma, "presheath," sheath, and 

wall (metal surface) - is depicted by Figure 2.1. The 

plasma state is assumed to depend only on the x'-coordinate 

perpendicular to the wall; i.e., particle densities and 

fluxes, force fields, and the wall surface are infinite and 

uniform in the y'z' plane. The electric field (if any) is 

parallel to the x'-direction and is equal to the negative 

gradient of the potential such that E(x') = -V^(x'), while 

the magnetic field is at an angle, y* , with respect to x' 

such that "B = B(x' ,y' ) . 

The plasma is assumed to be an infinite source of 

primary electrons and ions with the additional constraint of 

time independent particle fluxes across the plasma-edge 

boundary in the direction of the wall. Hence, the 

plasma-edge distribution functions are decoupled from 
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Figure 2 . 1 Magnet ized Sheath Model Geometry 
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plasma-wall interaction effects that could otherwise alter 

the primary charged-particle distributions during the profile 

evolution of the sheath potential. While such a coupling may 

be important in specifying the form and the structure of the 

plasma (hence, the potential itself) near a metal surface 

[63], the necessity of including collision and ionization 

processes to simulate a coupling has been deemed beyond the 

scope of the current research (col 1isionless modeling). 

Furthermore, within the geometrical framework defined, the 

plasma-edge boundary distributions are representative of the 

"plasma presheath." These distributions must then reflect 

the streaming (acceleration) conditions due to the long-range 

plasma electric field set-up by the electron pressure 

gradient. 

Particle fluxes streaming from the plasma into the 

"presheath" (better known as the magnetic presheath) traverse 

parallel along a uniform magnetic field, VB=0. Neglecting 

the gradient of the magnetic field over the sheath region as 

a second-order effect is justified when compared to strong 

first-order effects of the electric sheath and Lorentz 

forces. The mathematical construct of a "presheath" is 

justified due to the necessity of ion-flux conservation 

across the boundary x/_0. When the angle of the magnetic 

field, ĵ  , is nonzero, primary ions streaming into the sheath 

may re-enter the "presheath" region due to their gyromotion. 

Thus, the size of the presheath is proportional to the ion 
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gyroradius and the magnetic angle. Within the defined 

presheath, the electric field (if any) is "weak" such that 

relative quasineutral i ty is assumed and V$> *• 0 over the 

presheath thickness. 

In Chodura's analysis of the transistion layer, the 

presheath does not exist solely as a feature of flux 

conservation, rather the presheath potential relative to 

upstream conditions is determined by using a two-fluid model 

for ions and electrons.[51] Solving the continuity and 

momentum equations with the proper closure conditions, the 

space-charge with the presheath can be found. Chodura 

couples the fluid presheath potential to the sheath potential 

at x'=0 by insuring an equivalent space-charge at the 

presheath-sheath boundary. 

The sheath region is characterized by a strong 

electric-field (at least one to two orders of magnitude 

greater than the presheath field) and scales according to the 

Debye length, )^D , as defined by the conditions at x'=0. The 

Debye length is that distance over which particle-particle, 

i.e. space-charge effects dominate. A sheath width of x'= 

10^o appears sufficient to model the potential 

prof i le, ̂> (x' ) . 

It is assumed that the wall is fully absorptive to 

primary electron and ion fluxes. Secondary electron and ion 

fluxes as well as reflected primary-ion fluxes are modeled as 

a function of the primary particle and wall material 
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characteristics. Non-uniformities in the wall surface have 

been ignored. 

2.3 Particle Trajectory Model 

The kinetic equations describing the primary and 

secondary particle trajectories during the temporal 

development of the sheath potential are given by Newton's and 

Poisson's equations: 

H\i k^ _ ±J = <VkU M X B ) 2 . 3 . 1 

V-E - JfKhi-nft) .2 .3 .2 
o 

where k designates the particle species, m the particle mass, 

and v the particle velocity vector. The ion and electron 

space-charge densities (n̂  and nc, respectively) are defined 

as the zeroth moment of the distribution function: 

nk(X) = j\U>')ctV (2.3.3) 

where f, (x',v') is the 6-D position-velocity distribution 
k 

function of species k. 
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The particle charge, q. , is defined as 
k 

°W ~ ^ k
e (2.3.4) 

such that Z = -1 for electrons, Z=1 for reflected and secondary 

emitted ions, and Z=Z(Te), the average plasma-edge primary 

ionic state. Primary ions emanating from the plasma have a 

charge state representative of coronal equilibrium (strongly 

temperature dependent), while the recycled ion wall flux 

which originates from within the plasma-wall transistion 

region (scrape-off layer) fails to coronally equi1ibrate.[64] 

These charge states are only weakly dependent upon the 

plasma-edge parmaters and for most impurites are well 

approximated by Z=3±1.[64] Justification for singly-ionized 

reflection and secondary emission is discussed later in 

sections 2.8 and 2.9, respectively. 

Newton's equation of motion for each particle is solved 

by using a second-order accurate, numerical implicit scheme 

[65] that insures the properties of time reversibility and 

energy conservation within a conservative field of force. 

Violation of these properties would erroneously result in the 

numerical generation of entropy. The implicit scheme of the 

position and velocity coordinates is given by 
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\ = {<"-*;)/** 2.3.5 

v* "- ( < " + v; ) / 2 . 2.3.6 

VT = K"+ M (v;+l +vy;)/z (2.3.7) 

where i corresponds to the ith time increment, At, and h is 

the Cartesian space coordinate (x,y,z). 

For calculational simplicity, the geometry of particle 

motion is chosen along the guiding center axis where B=B0nx 

(Figure 2.2). Newton's force balance components for the v 
h 

terms are given by 

v =. ^ p 
VX -~ b x (2.3.8a 

v . . = <V 
3 " T^S* Mo) (2.3.8b 
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Figure 2,2 Particle Motion Geometry 
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V2 Z " 1 V R (2.3.8c) 
rn J ° 

Substitutions of equation 2.3.5 and 2.3.6 into these 

equations yields 

V; +' - Vx
L - «k** E x (2.3.9a 

• i" -^ - ^\<vF^*;)) 2.3.9b 

v J T - v ; = - < u * 3 . J v »• • » ^ ,,3,c 
m z 

Rearrangement of these equations leads to the final 

result that 

V X = V x + 2 c E (2.3.10a 

8. 
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^ " l + Ca \0-cl)VJ + ̂  E«j + 2cvi"l (2.3.10b) 

V i " T H * \ 0 - t * ) v * ~ "g^ E^-"2.CVM (2.3.10c) 

where c=w, At/2, and w, is the gyrofrequency of the particle 

species k. 

2.4 Particle Density Calculation 

A Kinetic treatment of the plasma-edge transition layer 

presupposes the discrete sampling of continuous particle and 

current density distributions along a spatial grid. The 

direct implication is that particles are no longer points in 

space, rather they have a. finite size proportional to the 

grid spacing. The basic physics under investigation is not 

altered by a collection of finite-si zed particles as opposed 

to that of point particles, because close encounters between 

plasma particles have been neglected by previously assuming 

that the collisional mean-free-path is much greater than the 

Debye length. The most common means of simulating the 

collective behaviour over a statistical sample of charged 
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particles is achieved by employing a par tide-in-cel 1 (PIC) 

method.[66] 

Calculating the charge density of a discrete spatial 

grid requires a weighting scheme for each particle among the 

nearest grid points. The selection of a "proper" weighting 

scheme is crucial to the required computational time and 

number of particle histories to be followed as well as the 

plasma problem at hand. For instance, a zero-order weighting 

scheme is accomplished by counting the number of particles 

within ±&x/2 (one cell width) of the jth grid point.[66] 

While computationally fast, as the particle moves through the 

jth cell, the jumps up and down will produce a density and 

resultant electric field which are "noisy" both in space and 

in time. Higher-order weighting schemes tend to smooth out 

the density and electric-field statistical fluctuations at 

the cost of additional computational time. 

The initial PIC method employed to track the particle 

motion (more appropiately referred to as a velocity-in-cel1 

or "flux"-in-cel1 approach) is attune to the methodology 

implied by Chodura.[51] For ions whose flux is conserved 

across the transition layer, the density at the jth grid 

point for a given phase angle is defined as 

V v' I J - i 
r\; = n. —— V ' } (2.4.1) 

t k° VI; 
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where n, is the ion species density at x'=0 and vv»| - is the 
ko Xlj 

net velocity along the x'-axis. Particle motion translated 

from the guiding center of motion (x-axis) to the geometrical 

normal (x'-axis) results in the possibility of negative 

velocity x'-component values due to the helical gyromotion. 

The net particle velocity, thus is defined as 

V* 

N 

(2.4.2 V r 
. X , OJ 
} U>*| 

where U3 is the index which corresponds to the number of 

times the particle crossed the jth grid point in a time At. 

The directionally dependent velocities are weighted by an 

appropiate scheme. For a given phase angle, the helical 

behaviour of the ion velocity and density translated to the 

x'-axis is displayed in Figure 2.3. Averaging over all 

angular phase space should yield monotonic density and 

velocity profiles in the case of no electric field and in the 

presence of an electric field provided the correct 

edge-conditions are supplied. Flat profiles were indeed 

calculated when E=0 everywhere; however, oscillating velocity 

profiles (and, hence density profiles) resulted when 

space-charge effects were allowed to evolve for oblique 

magnetic angles. Chodura observed a similar behaviour and 

attributed it to a neccessity for changing the upstream 

velocity conditions.[51] While such a conclusion may indeed 
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be valid, it is the opinion of the author that the 

oscillatory behaviour is a result of the numerical technique 

as opposed to the modeled physics. Several variations of the 

"flux"-in-cel1 method did not yield numerically stable 

(monotonic) behaviours, thus the velocity-in-cel1 approach 

was discarded in favor of a true PIC methodology. 

The method of choice in the current study is a modified 

cloud-in-cel1 (CIC) scheme which allows charged particles to 

be finite-sized rigid clouds that may pass freely through 

each other. No oscillations have been observerd with the CIC 

scheme. The CIC weighting [66] is of first order (Figure 

2.4) placing that part of the cloud which is in the j-1 cell 

at x';_j and that part of the cloud in the jth cell at x'; . 

The cells are all of width Ax' about the nodal points, X'J . 

Thus, for the total cloud charge of q , the part assigned to 
k 

j-1 is 

V = 'H-.MkU'j-x'O/A*' (2-4-3) 

and that assigned to j is 

H = v ^ ^ - v ) / A * ' (2-44) 
where x'̂  is the center of the uniformily charged cloud. A 

higher-order modification to the CIC method can be 
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Figure 2 A First-Order Cloud-in-Cell Weighting Scheme 
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accomplished by averaging the charge at j, q-, over two 
<r 

consecutive time increments such that 

^r^Wl^ u-4-3 

The modified CIC scheme requires fewer particle histories per 

cell to be followed at the expense of a slower evolving 

density and electric field. 

As a further means of smoothing the particle density 

noise, a least-squares spline fit is employed through all of 

the values, q,-. The "knots" are chosen to most accurately 
} 

model the sheath profile behaviour (Figure 2.5). Grid 

spacing of the knots, fi^ , was defined as 

** = U,)* i *>i 2.4.6a 

where 

*. = **' = * > , ; ^O(.tf') 2.4.6b 
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Figure 2.5 Grid Spacing of the Least-Squares Spline 
Knots for the CIC Density Smoothing 
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2.5 Initial Conditions 

The sheath solution is sought over a number of primary 

and secondary charged-particle fluxes (Figure 2.6). Neutral 

fluxes due to recycling and their subsequent secondary 

charged particle generation have been neglected because an 

accurate modeling of these processes would require the 

inclusion of collision and ionization events. The plasma 

outflux streaming to the wall, thus, consists of primary 

electrons, T pe »
 ar|d primary ions where 

is the summation over fuel ion fluxes (D and T) as wel1 as 

any partially ionized impurity fluxes. The species outflux, 

Tj, is defined in terms of the parallel flux along the 

magnetic axis, "[?•• . entering the control surface at 

x'=-x sinjMFigure 2.7) such that 

T k = T H Sin^ (2-5.2, 

Influxes into the sheath from the wall are comprised of 

secondary electron emission, lse (due to primary ion and 

secondary electron impact processes), secondary-ion emission, 

Tsi/ as a result of primary ion sputtering, and reflected 
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Figure 2.7 Control Surface Defining the Region of 
Sheath Solutions for the Appropiate B.C.'s 
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primary ions,!^. Also, the influxes are resolved in terms 

of the causal primary particle fluxes. The fractions f, 

•C , and X . are survival probabilities of secondary 

electrons, secondary ions, and reflected ions, respectively, 

across the sheath emanating from the wall to x'=0. Only the 

most energetic secondary and reflected ions are able to 

overcome the sheath potential such that +.. , -C — • 0. Also, 

for an oblique magnetic field, the gyromotion will return the 

electron and ion influx, further reducing -f . and 4- and 

resul ting in -f < 1 . 

Initially, at time t=0, no influx exists and the primary 

outflux assumes the conditions of the presheath. Primary-ion 

velocity distributions are assumed half-Maxwel1ian parallel 

to the magnetic axis, x, 

f kK) « "p\-
mkK-vs)7iTk]i vx>/0 2.5.3 

and Maxwellian in the plane perpendicular to the magnetic 

axis 

^ ^ ^ ) - e x p \ - m k ( V y S . v - y ^ 2.5.4 

where v£ is the flow velocity due to the weak electric field 

over the presheath and plasma. The methodology for 

determining the velocity cooridinates vx, v , v , and the 
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flow velocity, vs, for each particle history that adequately 

describes the assumed Maxwellian distributions is outlined in 

Appendix A. 

The primary electron distribution is assumed to be 

Maxwel1-Boltzmann (fluid treatment) such that 

neP(x') = neo exp [e^U0/Te"j (2.5.5) 

Chodura treats the primary electron distribution Kinetically 

in the same manner as the primary ion distribution.[51] 

Kinetic effects of the primary electrons on the potential 

profile should be relatively insignificant compared to those 

of the primary ions, since the ratio of the electron to ion 

gyroradii scales as (me/m^) . Also, the kinetic time step 

necessary to track electrons is small compared to that of the 

ions (scaling as the electron to ion gyroradius ratio) so 

that the computional time required for space-charge 

equilibrium is much greater than for the kinetic treatment of 

primary ions alone. Neglecting kinetic primary electrons 

directly implies that the angular dependence of secondary 

electron emission due to electron impact can only be analyzed 

on an average basis. Chodura, as a result of the kinetic 

electron analysis, has been able to investigate the effects 

of secondary electron emission (on an exact basis) on the 

sheath potential as a function of magnetic angle.[67] 
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However, Chodura's kinetic analysis of primary electrons [68] 

indicates that the average angle of impact is relatively 

constant for magnetic angles r*70 and only shows a strong 

variation for magnetic angles ^ > 80 (grazing incidence). 

Quasineutrality at the sheath edge is written as 

H,~n e ; rv =^_ u°k'£knpk(x'=0) (2.5.6) 

where np. is the kth primary-ion density and u.° is a weighted 

fraction such that 2_u,Z,=1.0, at time, t=0. 
k k 

After a number of time increments, At's, quasineutrality 

at x'=0 requires that 

* 2 
t * '" ' ' k 

uk 2knPk^x' = 0) * nsi.U»o) v l n h k ^ s 0 ) 

2.5.7 

= n ?e (x' = 0) +
 n s e ( / = ° ) 

and 

V(*') = ̂ eo-ns^x' = o)]ex?^(^U')/Tel 2.5.8 

•fc o 
where u, <u. due to the wall-ion influx, nc; is the 

k ^ k **• 

secondary-ion density (assuming only one sputtered ion 

species), n , is the kth reflected-ion density, and nSe_ is 

the secondary-electron density. 
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2.6 E 1 ectric Field So 1 u 1:ion 

The calculation of a convergent and self-consistent 

electric field over the sheath region, Osx'-Sx^, requires that 

the following conditions be satisfied. 

<K*') = o @ x' = o 
(2.6.1 

lim T̂  =T e x. = Xw (2 6 2 

The first condition is a relative value of the potential at 

the "presheath"-sheath boundary, x'=0, to the wall potential 

value. A long range potential variation exists in the 
3 

"presheath" region due to the weak electric-field "^-0(10 

10 eV/m). The second condition requires that at equilibrium 

no net current of ions or electrons impinges upon the wall 

for an electrostatic field. 

Initially, at time t = 0, the relative disparity in the 

electron flux to that of the ion flux incident on the wall is 

proportional to the ratio of their velocities streaming into 

the sheath region. 
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v</v) 
± = 0 

2.6.3 

The convergence scheme takes advantage of the charge-buildup 

at the wall due to the electron and ion flux disparity. 

During a time increment, At, the change in the wall 

space-charge is 

SP = liW-p-TY A± r - T ^ - ' J 
2.6.4 

X =X 

and the resultant wall electric-field is given by 

Ew = E > lp @ ^ - x w 2.6.5 

Thu s, the proper convergence scheme will result in S-o-̂ O and 

E, = E as t-» <*>.. 

For each time increment of the electric-field 

development, an iteration of the equations 

<Kx')= ECO As 2.6.6a 
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npe (x') = \
neo-nseCx'-o^ exp^ecj>(x')/T 1 2.6.6b 

V-E(*')= f iMO-n.W] 2.6.6c 

UJ is solved seeking an electric-field solution where E(x'=x 

E^ and <J>(x'=0). Also, the solution must be such that 

0$E(x'ME over the sheath region. The new electric-field 

profile is subsequently used to update the particle 

trajectories and currents over the next time increment. 

2.7 Secondary Electron Emission 

Secondary electron emission processes act to reduce the 

sheath potential such that [69] 

<H*' = *U>) **• In 0-^) (2.7.1) 

where ^ is the ratio of the secondary emission to primary 

electron fluxes defined as 
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Y _ (̂  + ̂ 1+0 
6 - T~. \~~ (2.7.2) 

\ > + 1 + ̂o) 

where <T̂  is the electron-impact coefficent, ^T is the 

ion-impact coefficient, and 0"o is the coefficient due to all 

other processes. To first-order electron and ion impact 

processes are the most important in determining $ , i.e. 

VI^W-
For monatomic (non-alloy) metal surfaces, empirical 

scaling laws exist whereby secondary electron emission can be 

modeled via electron and ion impact. At normal incidence,^ 

approximates [70] 

^ = ^ n ( a , V l ) l ( l + asex?(-^t)V(l+t) 2.7.3 

where the constants a-K (i = 1 ,2,3,4) have the values 1.533^ , 

2.676, 0.2218, and 14.032, respectively. The factor q"e
mAX 

corresponds to the maximum value of V& which occurs at the 
WAX -£> >̂ p . «nAx p 

energy E e or 3=1, where 3=E e /Ee and E£ is the primary 

electron impact energy. For nonnormal incident angles, both 

T^ and E e are angularly dependent. The expression 
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^ m A X . v j-tvtAX, v /. 

Ee (e) = E t (e = o')/Ue 
mAX , \ r-t^AX 

2.7.4 

appears to be quite adequate for 0$8^85 (Figures 

2.8a,b).[71] The magnitude of tf^, as a function of 0, scales 

exponenti ally [72] 

Tete) = q-£(e = o°)ex?^x(i-cos9)) (27.5) 

where a. is the absorption coefficient of electrons in the 

metal, and "x is the mean depth of origin of secondary 

electrons in the metal. 

The emission energy distribution, E^ , is independent of 

P 2. 

the primary electron energy in the range E >0(10 eV)[72,73] 

and tends toward a Maxwellian with a most probable energy 

that is material dependent 

{$,}«'{% ^Z UJ""rU0| (2.7.6 

where U is the emission energy, and Up is the most probable 

emission energy. For energies, E^^(20-30) eV, the emission 

spectra are peaked at Ee.[73] Furthermore, the energy 

distribution is independent of the primary angle of incidence 

and the crystal structure of the target.[72] The angular 
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distribution of the secondary electrons, except rediffused 

primary electrons, roughly follows a cosine law.[72] 

Ion-induced electron emission proceeds by two distinct 

processes, potential and kinetic electron emission. 

Potential electron emission (PEE) occurs when the potential 

energy released upon the neutralization of the projectile ion 

provides sufficient energy to release electrons from the wall 

material. Kinetic electron emission (KEE) occurs via the 

kinetic energy transfer of the projectile to the wall 

material electrons and is a threshold process at velocities 

greater than (4-6)x10 m/sec.[74] For singly-charged ions 

having velocities ^0(10 m/sec), KEE becomes more important 

than PEE. [74,75] 
P 

The dependence of p o t e n t i a l e l e c t r o n emiss ion, $7 , fo r 

s ing l y -cha rged ions can be p resc r i bed as f o l l ows [ 7 4 , 7 6 ] : 

T i * . o 3 2 . ( . ^ 8 E . ^ V ) i U ? < E ; < 3 ? ( 2 7 7 a ) 

<T. = 0 . 2 . ( . B E . - 2 V ) / £ F ; 3 ? < E . « l ( £ F ^ ) (JJ ^ ? b ) 

q i s . s - . i ( . f F ^ s V U ^ ) 
* I E J L "

 L*) (2.7.7c) 
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where E. is the ground-state neutralization energy of the 

projectile ion, <f is the wall material work function, and £f 

is the Fermi energy of the wall material. For 

multiply-charged incident: ions, 

where the emission coefficient is the cumulative product of 

the relative ratios of the ionization energy between levels 1 

and 1-1 . [77] 

The kinetic electron emission coefficient scales as 

[78,79] 

L E 0 i
 PV ^ 'W*4 (2.7.9) 

where P is the probability of electron escape from the target 

surface barrier, E 0 the electronic energy required to produce 

an electron above the vacuum level, )sc the characteristic 

wavelength for electron diffusion inside the target material, 

9 the ion-incidence angle, and (dE/dx)e the total inelastic 

stopping power. It follows that for nonnormal ion incident 
k -i 

angles, 0"̂  (©) ̂ (cosQ) . Kinetic emission yields are the same 

for singly and multiply-charged incident ions.[75] 

The angular distribution for both potentially and 
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kinetically emitted electrons follows a cosine for 

polycrystal1ine materials.[80] The energy distribution for 

kinetically emitted electrons is similar to that due to 

electron impact, i.e. Maxwel1ian.[75] The potentially 

emitted electron energy distribution is "lognormal" in shape 

with a maximum at (E^-2^) and a minimum at zero.[77] 

2.8 Reflected Ions 

Electron transfer processes via Auger neutralization, 

resonant charge-exchange, and quasi-resonant neutralization 

of backseattered projectile ions result in the possibility of 

neutral, positive, and negative charge states. The neutral 

fraction of reflected ions is defined as 

y = - i - i V - 5 : ? f - ,2.8.,, 

where 77 is the charge state fraction, X the positive charge 

state, and m the negative charge state. For incident 

energies less than 10 keV, no multiple reflected ion states 

have been observed [81]; thus, J? =rn= 1 justifying that Z=1 for 

the reflected ions in the sheath model. The charged 

fractions 77 and 7J a r e n°t dependent on the incident energy 

or incident angle [81,82], rather they are functions of the 

exit energy and exit angle.[81-83] Thus, the reflected ions 
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can be defined in terms of the reflected neutral atom energy 

and angular distributions which are calculated by the TRIM 

model (to be discussed later). 

The positive charge state tends to be a linear function 

of the exit energy for H, D, and He projectiles such that 

7j =a}( , where a is a constant and )( 

"low" energies the following formula 

7) =a"X , where a is a constant and ')( is the exit energy. At 

Y = .00128 r s l n / ™ k (2.8.2) 

gives good agreement with experimental results [81,82], where 

fs is the Wigner-Seitz radius of the target material and "Xn 

is the normal component of the exit energy. Restrictions are 

such that the projectile mass, m., must be H, D, T, or He 

ions/atoms and that the applicability at "low" energies is 

material dependent, e.g. 'Xh
<1 KeV for Cs and ~X <8 keV for 

Au. [81] The angular distribution of 79+ reflects that of Tj°, 

the neutral atom fraction.[84] 

For the negative charge state, no simple empirical 

expression exists to quantify V" (*X) over a wide range of 

target metal types. Negative ions have been observed for 

only hydrogen isotope projectiles.[81] Qualitatively, the 

negative fraction, yT, in its relative importance to the 

positive fraction, >i*f is a function of the target work 

function and the valence electron density.[81,83] Refractory 
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metals such as Ta, W, and Nb having high work functions yield 

ratios of 

f(%U)-o(.2) 
2.8.3a 

for all X [83], while in the case of oxides and alkali 

metals, having low work functions, the yield ratios are 

[83,84] 

T%W^°l 5 ) 2.8.3b 

Materials having intermediate work function values show a 

cross-over ratio behaviour, e.g. ^"/^+ > 1 when "X < 5 keV 

and yf / >|+ < 1 otherwise for H ,D—*Au.[83] The angular 

distribution of yT tends to peak more in the surface normal 

direction than yi° or >*. [ 84] 

2.9 Secondary-Ion Emission 

Ejected ions escaping from a clean metal surface due to 

sputtering mechanisms have a high probability of 

neutralization through the combined processes of 

auto-ionization, resonance charge-exchange, and Auger 

transitions. The probability of secondary-ion emission at a 

given exit energy can be written as [43] 
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r-T \ ?r-?r^ (291 

where P is the production rate of ions by process A, and 
H 

PQ
ar is the ion survival probability for neutralization 

process B. It follows that the relative secondary-ion yield, 

ft , is the integral of R over all ion exit energies. 

/3+= V+/vT= fV(E)AE 2.9.2 

The total sputtering yield is denoted by YT and the total 

secondary-ion yield by Y . For most elements, 

multiply-charged secondary-ions (Y , Jl >1) yields are 

significantly less than those of singly-charged ions, e.g. 

YZ+/Y+<1% for Ar+ energies less than 5 keV.[85] Thus, for 

secondary-ion emission, the choice of Z=1 in the sheath model 

is justified. Furthermore, the relative yield, /?+, is only 

on the order of 1% or less for all clean elemental surfaces, 

except the alkali metals which exhibit R values of 

~ 0010%) . [43,86] 

Because the neutralization probability increases 

proportionally with the time spent by a secondary ion in the 

near-surface region, the secondary energy distribution, 

N (E), relative to that of the sputtered neutrals is shifted 
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to higher energies.[43,87] Also, the high-energy tail falls 

off more slowly, En where .5<ft<1.5, as opposed to n=2 for 

neutral behaviour.[88] 

In the presence of the reactive gases (oxygen, nitrogen, 

and hydrogen) significant enhancement of the secondary-ion 

yield is observed.[86,88-90] Oxygen acts to prevent 

neutralization of low energy ions by electrons from the 

conduction band of the mental target [88] so that £ + increases 

substantially, e.g., /2+>10% for Al, Cr, Fe, Ti, and Mo.[86] 

Hydride forming metals, e.g., Ti and V exhibit /3* values of 

41% and 6%, respectively for 1.5 keV incident deuterium.[90] 

Thus, these reactive gases, which are present in fusion 

reactors, may be capable of producing & values sufficient to 

alter the potential profile. 

2.10 Summarization of Sheath Model Development 

A kinetic col 1isionless sheath model has been developed 

for an arbitrary magnetic angle in analogous fashion as first 

proposed by Chodura: charged particle trajectories are 

governed by Newton's equation of motion; the time-dependent 

space-charge is determined by a PIC methodology; and 

Poisson's equation is subsequently solved for each time 

iterate for the electric sheath profile, assuming the 

appropiate boundary conditions. However, the current sheath 
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model may be differentiated and considered as an independent 

development in that the particle following numerics, the PIC 

methodology, and the numerical convergence scheme employed by 

Chodura have been publically unavailable. Beyond the 

"simple" sheath modeling of Chodura and of the current 

effort, a generalization of the modeling has been performed 

to include primary impurity ions as well as secondary 

electrons, secondary-ions, and reflected ions. A brief 

summary of the research accomplished within the scope of the 

sheath modeling is as follows: 

(1) A self-consistent sheath model for arbitrary 

magnetic angles has been developed, assuming a Boltzmann 

background of primary electrons. Newton's equation of motion 

has been solved by using a second-order accurate, numerically 

implicit scheme that insures the properties of time 

reversibility and energy conservation within a conservative 

field of force. The space-charge density is determined by a 

modified CIC method and is subsequently "smoothed" using a 

least-squares spine fit. In contrast to Chodura, no 

numerical oscillations (numerical instability) result from 

the current sheath potential formalism. 

(2) The sheath development has been generalized to 

include an arbitrary number of primary-ion species of 

differing charges (positive or negative) and of differing 

masses. 

(3) A framework has been developed to couple primary and 
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secondary charged particles during the temporal evolution of 

the sheath potential. However, due to the constancy of the 

plasma-edge boundary conditions (absence of collision and 

ionization events), a "true" coupling of the secondary 

particles and primary particles is not possible since the 

secondary particles will alter the primary-particle 

distributions, therefore altering the form and structure of 

the potential sheath. 

(4) An overview of the relevant secondary-particle and 

reflected-ion characteristics has been presented in 

conjunction with expected conditions for fusion reactor 

operations. Models for secondary-electron emission (due to 

electron and ion impact), secondary-ion emission, and 

reflected-ion emission have been incorporated within the 

sheath model framework as a function of the material make-up 

of the wall surface. Chodura has parametrically modeled the 

effects of the secondary-electron coefficient upon the 

magnetic sheath; however, no actual material studies have yet 

been performed. 

2.11 Sheath Model Verification 

Verification of the basic physics underlying the 

proposed sheath model necessitates comparisons to previous 

sheath theory concepts and to those results found by Chodura 
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for a similar modeling. In general, the sheath profile 

obtained for a transition layer consisting only of primary 

charged-particle fluxes (in the absence of secondary 
o 

emission) and a normal magnetic field (</*=()) is simply 

expressed as 

x'-0 (2.10.1) 

As long as stable sheath conditions are fulfilled, Equation 

2.10.1 is valid regardless of the flow velocity conditions 

accompanying the ions. Indeed, a parametric analysis of the 

current model (Figure 2.9) shows that for various flow 

velocity conditions (chosen in the range between the 

col 1isionless and collisional limits), the potential exhibits 

the expected theoretical behaviour. 

Extending the previous potential expression to 

explicitly show the potential dependence upon the impurity 
.. o 

fraction, the result (assuming Boltzmann electrons and V =0) 

is 

SA-_U{\(<\><%*1(«1\\)) 
2.10.2 

where the subscripts D, T, and I refer to deuterium, tritium, 

and impurity ions, respectively. Varying the impurity 

species fraction quantity (uZ)x for a plasma in which 
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vanadium is the only impurity assumed present, the potential 

behaviour of the current model is displayed in Figure 2.10. 

Again, the model concurs with theory regardless of the 

impurity fraction condition, and the same functional 

behaviour was verified (but not shown) for helium, beryllium, 

and aluminum impurities. 

For a nonneutral plasma (to reiterate), the scaling 

distance is proportional to the Debye length; hence, the 

spatial development of the sheath is inversely proportional 

to the square-root of the plasma-edge density. Such a 

characteristic is shown by Figure 2.11 for the three edge 
i; in. IQ _ o 

densities of 10 , 10 , and 10 m" , assuming the normal 

magnetic field condition. Correspondingly, it has been 

observed (but not shown) that the potential magnitude does 

not statistically vary over the edge density range of 10 to 

19 -3 

10 m for constant temperature and angle conditions. As 

shown by Table 2.1, the sheath development can be 

approximated by the e-folding relationship 

eK*0=ex?(-x;)e4>(*'^) (2.10.3) 

where the dimension less quantity x' (measured from the wall 

along the negative x'-direction) is proportional to the 

quantity, x' /\D, indicating the Debye length scaling of the 

18 -3 
sheath. The edge density condition of 10 m appears to 



65 

•01 

- e ^ x 1 ) 

0-1 

1.0 

10. 

10 

io-

10 -5 

A l Q l 8
m ^ 

. 1 0 1 7 m ^ 

•• i o 1 6 . - * 

10 -4 10 -3 10 
- 2 

SHEATH WIDTH: (x.») 

F i g u r e 2 . 1 1 S p a t i a l Development of t h e 
S h e a t h P o t e n t i a l f o r D i f f e r e n t 
P l a s m a - E d g e D e n s i t i e s 



66 

Table 2.1 Potential Sheath Spatial Dependence upon 
the Debye Length as Measured from the v/all 
(x*=x,,) for Different Edge-Densities and 

w Normal Magne t i c Angle ( ^ = 0 ° ) 

/ , -3 
XQ V S . n (m ) 

* 7 \ T 10 16 10 
17 10 

18 10 
19 

1 1.6 1.5 1.5 1.5 

2 2.7 2.7 2.7 2 .6 

3 3.7 3 .8 3.7 3 .5 

4 4 .5 4 .9 4 .3 4.45 

5 5.5 5.8 5.0 5 .3 
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inconsistently develop more rapidly than the other edge 

densities behaviours exhibited in Table 2.1; however, the 

data have a small reflective ion contribution (to be 

discussed later) unlike the other edge density data 

presented. 

The Debye shielding relationship, as implicitly 

expressed by Equation 2.10.3, loses validity when ion 

gyroradii, rL^ , effects become significant as indicated by 

Figures 2.12 a-c. Briefly, at low densities where r^ < X 0 the 

ion over a gyroperiod experiences a relatively constant 

electric field regardless of the magnetic angle. As the 

density increases towards the limit where r,. > >v variation in 
J
 LK D 

the electric field experienced by an ion in one gyroperiod 

(especially at oblique magnetic angles) is sufficient to 

dramatically alter the spatial development of the sheath 

potential profile. At oblique angles where r
Li> r̂> anc' 

^"•90 , the sheath width increases, and the electric field 

experienced by an ion at a fixed distance from the wall 

(measured in Debye lengths) increases as well. In all cases, 

regardless of the gyroradius to Debye length ratio, the 

potential profile converges to the degenerative Debye 

shielding relationship (Equation 2.10.3) as (//-*0°, because 

the gyromotion is directed perpendicularly to the 

electric-field. 

It has been observed that any variation in potential 

magnitude as a function of magnetic angle is nonexistent for 
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constant edge density and constant flow velocity conditions 

(Figure 2.13) in agreement with Dabelge and Bein.[50] In 

contrast, Chodura's results [51] indicate the existence of a 

weak dependence of the potential magnitude upon the magnetic 

angle. The qualitative difference between the two models is 

directly related to a magnetic presheath criterion enforced 

by Chodura in order to insure sheath stability. The magnetic 

presheath criterion dictates that the flow velocity is 

angularly dependent [51]; hence, the primary charged-particle 

fluxes are angularly dependent, and according to basic sheath 

theory (Equation 2.10.1), the sheath potential magnitude must 

vary correspondingly. For the current model, no such 

angularly dependent flow velocity conditions are required to 

insure sheath stability. As previously stated, the CIC 

scheme chosen to track particle motion eliminated oscillatory 

(unstable) sheath behaviour as opposed to other flux-in-cell 

methods in which stricter flow velocity conditions would be 

required to diminish such unstable modes. While the 

oscillations observed by Chodura may be nothing more than a 

numerical defect, the possibility remains that there may 

indeed be an angularly dependent flow velocity which results 

when a magnetic presheath (fluid) analysis is performed and 

coupled to a kinetic sheath analysis. 

As a consequence of the nonvariation of the sheath 

potential magnitude upon the magnetic angle, the average 

impact energy, (W), is relatively (statistically) constant 
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over all magnetic angles (Figure 2.14). An angular 

dependence is noted again by Chodura; however, the 

correspondence between the average impact energy and 

potential magnitude as a function of magnetic angle is 
O . o 

inconsistent. For an angular range 0*r*70, the potential 

magnitude and the impact energy predicted by Chodura increase 

monotonically; while for angles V* >70° the potential 

magnitude and impact energy gradients are of opposite signs 

(a physical inconsistency).[51,68] Numerics may explain the 

apparent discrepancy: for the current modeling, smaller cell 

sizes (a reduction in Ax') have been necessary in order to 

properly weight particle impact quantities. 

2.12 Wal1 Impact Angle 

As a simple proof that the projectile impact angle as a 

function of magnetic angle is calculated correctly, the 

trivial case of cold ions in the absence of an electric field 

will be initially investigated. For cold ions where the 

velocity is directed solely along the magnetic axis, the 

impact angle, 9 , must be a linear function of the magnetic 

angle. Indeed, such behaviour is exhibited in Figure 2.15; 

furthermore, the linear dependence of 0 on f has been 

verified for several ion species regardless of mass or 

charge. 
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When imposing the condition of hot ions (Ti=T€>) in the 

presence of an electric field, the perpendicular velocity 

components (along the magnetic axis) coupled to the driving 

force of an electric sheath alters the impact angle 

behaviour. The new 0 characteristics are shown in Figure 

2.16 for deuterium and are compared to Chodura's results for 

hydrogen. Of significance is the qualitative prediction of 

the current model: hot ions in the presence of an electric 

field will impact at more oblique angles ( 0-*9O° ) as the 

magnetic angle becomes more oblique (̂ -*90 ), adding credence 

to similar results first obtained by Chodura.[68] In 

comparing the hot ion behaviour to that of cold ions, the hot 

ions, because of the perpendicular velocity components, 

exhibit a nonzero 9 behaviour for ^—+0 , while for V"7—*90 , 

perpendicular velocity components act along the wall surface 

normal (x'-axis). The driving force of the electric sheath 

suppresses the obliqueness of the impact angle as a function 

of magnetic angle; however, in the limit where V~-*90 both the 

ion and electron fluxes to the wall must vanish. Hence, the 

electric field is nonexistent, and if a potential does exist, 

it is positive due to the larger gyroradii associated with 

ions as compared to electrons. Thus, in the degenerative 

limit, ^-^90 , the impact angle 9-*-90 as well. 

Extending the current model calculations to investigate 

impurity species behaviour (not: performed by Chodura), 

Figures 2.17 a-d show the results obtained for A1,V, Be, and 
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W, assuming constant edge conditions. Similar qualitative 

results and trends have been obtained (but not shown) for He, 

Li, and Cu. The most significant result reveals that heavier 

ions will impact at a less oblique angle, 0 , for the 

identical magnetic angle in contrast to lighter ions; 

although, in the limit of ^-*90°, all ions tend towards 

9-*90°. With regard to the observed mass dependency of the 

impact angle, the ratio of the surface normal (x'-axis) 

acceleration component to that along the surface y'z' -plane 

dictates that heavy ions have a greater acceleration along 

the x'-axis than do light ions, resulting in less oblique Q 

values for the same magnetic angle. Briefly, the 

acceleration components can be composed as 

»•- ME,.0-&)-v*M* 

- v - U M v ^ ) } ? B ' (2.11.1b) 

a * '= M^rvMi' 
(2.11.1c 
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The magnetic field is assumed to be of the form B=B(x',y' ), 

and the ExB drift velocity has been folded into the force 

equations as a Lorentz term. In the limit where ^-»0" 

(hence, Bu«-*0) , the ratio of the acceleration along the 

surface normal (x'-axis) to that along the surface y' z' plane 

is proportional to the square-root, of the mass as observed. 

In the limit where (/'-*90 (hence, B,-+0) , the mass dependence 

vanishes for the ratio of the acceleration components; thus, 

all ions species will tend toward the same limit as observed. 

In an investigation of the edge-density effect (if any) 

on the average impact angle, ^9^) , dependence upon the 

magnetic angle (Figures 2.18 a,b), and the physics underlying 

"why" charged-partides impact at oblique angles of incidence 

for oblique magnetic angles is elucidated. In the low 

density limit (constant edge-temperature), where the Debye 

length becomes much larger than the ion gyroradius ( X D>v L k), 

the magnetic moment; i.e., the velocity components 

perpendicular to the magnetic axis, is an adiabatic 

invariant.[49] Over a single gyroperiod, the kinetic energy 

of the electric field is solely directed along the magnetic 

axis; hence, the pitch of the particle orbit with respect to. 

the surface normal increases for a corresponding increase in 

the pitch of the magnetic angle. 

Conversely, when the density (constant edge-temperature) 

is increased such that rLvc
>^0' then the adiabatic invariance 

of the magnetic moment vanishes. Now, the gyromotion 
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responds to the electric field resulting in reduced impact 

angles, ^©\ > as a function of increasing magnetic angle. 

Thus, the density effect upon the gyromotion in the presence 

of an electric driving force alters impact phenomena as well 

as sheath potential characteristics. 

2.13 Secondary/Reflective Particle Effects 

Reflective effects employing the positive charge-state 

formalism outlined in Section 2.8 appear to have little (if 

any) impact on the sheath potential magnitude. For the 

conditions studied, a consistent three to five percent 

increase in potential magnitude has .been observed which may 

be attributed to reflected ions that result from the high 

energy "tail" of the primary particle distribution, and, 

thus, have the energy to overcome a retarding potential. 

However, the variance in the potential magnitude for 

reflected ions is within the convergence criterion of the 

current modeling; hence, the change in the potential 

magnitude (although consistent) may indeed be a statistical 

artifact. Small changes in the potential magnitude for 

reflected ions on the order of a 3% increase have been 

previously simulated by Brooks [91] (kinetic magnetic-field 

free model, T = 0 ), lending credence to the current results. 

As alluded to earlier, the more noticeable effect of 
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reflected ions is that of altering the sheath potential 

profile and, correspondingly, the ion and electron density 

profiles (Figure 2.19). The ion space-charge for the 

reflected ion case increases substantially at the wall due to 

the fact that most reflected ions are repelled back by the 

sheath potential. The reflected ion-space charge 

distribution directly impacts the potential profile in 

reducing the sheath width, a result subtantiated by previous 

investigations [50,91]. 

Secondary-electron emission due to ion impact for Z =1 

results in a small decrease in the potential sheath magnitude 

on the order of +10 eV. The decrease is a direct result of 

the reduction of the net electron flux to the material 

surface. The potential reduction is proportional to the 

scaling law given by Equation 2.7.1 where ê > * KTe ln( 1 -^) and 

% is the electron emission coefficient. For most materials, 

the electron emission coefficient due to ion impact is less 

than 0(.1), hence, having a small effect on the potential 

magnitude. However, electron emission due to ion impact does 

significantly alter the sheath profile. For the magnetic 

angle ^ =60° and the e-folding distance of x'^=b, the sheath 

width without electron emission is equal to 5.5\0 in contrast 

to the inclusion of electron emission where the sheath width 

is equal to 8.2\&. Thus, secondary-electron emission has the 

opposite effect upon the sheath development in comparison to 

ion reflection. Secondary-electron emission due to heavy-ion 



83 

1 .0 

DENSITY 

X J ^ V 3 

0.5 

0.3 

0 . 1 

.05 

.03 

A 

o 
oo»° 

• PRIMARY IONS 

° PRBiARY & REFLECTED IONS 

± PRBiARY ELECTRONS 

A PRIMARY ELECTRONS & ION REFLECTION A 

4 6 

DISTANCE (X-J 

8 10 

Figure 2 .19 E l e c t r o n and Ion Space-Charge Dens i ty 
P r o f i l e s fo r L i g h t - I o n R e f l e c t i o n and 
<A=30° 



84 

impact (Z =3±1) has not been modeled, because (1) the 

heavy-ion flux incident upon the material surface is much 

less than the incident deuterium flux and (2) the 

proportionality factor for electron emission due to ion 

impact for Z,=1 in comparison to Z,>1 is not well known for 

the wall materials of current interest. 

A larger reduction in the potential magnitude should be 

affected by secondary-electron emission due to electron 

impact since the electron emission coefficient exceeds 0.5 

for most materials. Attempts to model secondary-electron 

emission within the current framework, though, have failed 

due to exclusion of a kinetic electron treatment. Because of 

the fixed nature of the primary background of Boltzmann 

electrons in conjunction with a high secondary-electron 

emission coefficient, the space-charge near the wall (x' =xw) 

is unable to respond in a stable fashion. Also, because the 

secondary-electrons due to electron impact are emitted 

according to a.Maxwel1ian with most probable energies of 2-5 

eV, the kinetic ion time step, upon which the current 

modeling is based, is too large to track electrons in a 

continuous manner. Thus, the electron distribution appears 

to be discretized such that some cells within the CIC 

geometry are void of an electron population, resulting in an 

extremely noisy space-charge that leads to sheath 

instabi1i ties. 

The sheath evolution response to secondary-ion emission 
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has been hindered as well for high emission coefficients. 

Here, the fixed Boltzmann (electron) background is unable to 

respond rapidly enough to a high ion density in the vicinity 

of the material surface. Thus, high & coefficients on the 

order of 90% (as would be expected for Li) cannot be modeled 

within the current framework; however, scoping calculations 

have been performed, assuming yS =10%- Secondary-ion emission 

has been observed to have no effect the potential magnitude 

for edge temperatures ~0(100 eV). Because the sputtered 

energy distribution is peaked at low energies ( < 10 eV), the 

probability of ejected ions overcoming a retarding potential 

is negligible, except at very low edge temperatures ~0(10 eV) 

or, correspondingly, small potential magnitudes. For the 

condition Te=T^=100 eV and T =0 , the secondary-ion 

probability of escape is less than 5x10 , and for more 

oblique magnetic angles, the probability decreases due to 

gyromotion reimpact. While secondary-ions do not influence 

the potential magnitude since no change is made in the net 

ion flux to the material surface, potential profile 

(space-charge) changes are incurred. In particular, the ion 

space-charge exhibits a local maximum immediately in front of 

the wall surface similar to that observed for ion-reflection. 



86 

CHAPTER III 

Sputtering Mechanics 

3.1 Introduction 

The sputtering mechanics or more aptly the slowing down 

and scattering of energetic projectiles and their resultant 

cascade events is computationally simulated using an 

extension of the 1-D Monte-Carlo TRIM (TRansport of Ions in 

Matter) formalism.[58,92,93] Through an independent effort, 

the original TRIM framework as applied to monatomic target 

materials has been extended to heteorgeneous multi-layer 

compound/alloy systems in order to model realistic first-wall 

fusion materials. In addition, modifications to the 

geometry, binding energy model, electronic energy loss, 

interatomic potential, and the reflected-ion treatment have 

been made to improve the underlying (athermal) physics of 

solid targets under ion bombardment. 

Within the TRIM formalism, each projectile history 

begins with initial energy, angle, and position conditions 

arid subsequently is allowed to undergo a series of scattering 

events with target atoms of a material of ah amorphous 

nature. Scattering and the associated energy losses 

(elasitic and inelastic) occur through the local phenomena of 
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binary nuclear collisions. Target atoms recoil with an 

energy equal to the binary collision energy tnanfen minus the 

local heat of vacancy fonmation. Atom tnajectonies 

(pnojectile on tanget) ane followed until thein enengies have 

dnopped below the local damage enengy. Pnojectile on tanget 

atoms attempting to leave the matenial sunface must ovencome 

the attnactive planan potential. 

Infonmation that is neadily obtained thnough the TRIM 

fonmalism, pnesented in the text, includes: (1) the 

sputtening enengy, angle, depth of onigin (angstnoms), layen 

of onigin, and cascade membenship, (2) the pnojectile 

depostion and damage pnofiles, pathlength, and the 

backseat tening enengy and angle dependence, (3) the causal 

sputtening event enengy, impact panameten, collsion apsis, 

and electnonic excitation enengy, and (4) the implantation 

and cascade mixing spatial and enengy pnofiles acnoss a given 

manKen plane. 

3.2 Geometnical Considerations 

Fon single on multi-component tanget matenials, the atom 

sites ane assumed to lack any of the dinectional pnopenties 

associated with a given cnystal lattice onientation. The 

tanget atoms ane nandomly distributed acconding to the atomic 

numben density, N, and, thus, no connelation exists between 
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the post ions of successive atoms. Only one target atom is 

assumed to occupy the volume element of length N and base 

~zh 
area N 

Even though the target is characterized as a 

structureless medium, it is necessary to define the target in 

terms of a surface layer (of atomic thickness) with an 

underlying bulk layer of arbitrary thickness. Within the 

bulk layer, a subset of layers may be defined in order to 

accurately model alloy component concentration profiles or 

regions of differing constituents (Figure 3.1a). Delineation 

of the surface layer from the bulk layer as well as defining 

a subset of bulk layer allows specification of unique layer 

properties such as bond energies, binding energies, and 

component densities. The properties of each layer (unless 

otherwise specified) reflect the concentration weighted 

average of pure component properties. 

The scattering mean-free-path (MFP) is defined as the 

local atomic separation L =N^ where u specifies the atomic 

layer (Figure 3.1b). Scattering crossover from one layer to 

an adjacent layer (assuming the layers are one MFP thick, a 

condition which can be relaxed) requires that the atom in 

motion travel one MFP such that 

MFP = { + { (3.2.1) 
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Here f is the fraction of a MFP traveled within layer u 

before intersecting an adjacent layer, u±1, and is further 

defined as 

a = l ~ U ) (3-2-2' 

where x. is the distance traveled by the atom in motion. 

A final note concerns a more detailed description of the 

surface layer. Unlike the bulk layers, the surface layer 

bounds a vacuum so that the definition of vacancies and 

interstitials becomes obscure for an amorphous "structure" 

close to x = 0, the vacuum/surface interface. Thus, an 

effective surface skin thickness, x&, will be assumed defect 

free (Figure 3.1c). In actuality, a real surface is 

characterized by various steps and kinks; however, for the 

current investigation, a flat surface of surface roughness of 

xs will be assumed adequate. 

3.3 Scattering Mechanics 

If ion/atom scattering is in the conditional realm where 

magnetic effects and noncentral forces can be neglected, 

relativistic and many-body events are of little consequence, 

and ion/atom interaction is governed by a conservative 

central repulsive force, then scattering can be approximated 
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as a series of binary collision events. Where the elasticity 

and the conservation of momentum of ion/atorn collisions is 

assumed, scattering kinematics is determinant through the 

laws of classical mechanics.[94,95] A "black box" treatment 

is valid in the vicinity of the deflection since the details 

of the scattering process are irrelevant even if the 

phenomena are essentially quantum in nature.[94] 

Inelastic processes (excitation, ionization, and 

charge-exchange) result in an uncertainty of the kinetic 

energy and of the interatomic potential of the colliding 

atoms that is missing from the classical mechanics (elastic) 

picture. For low collision velocities, the probability of 
-f. 

inelastic processes is small, while for velocities -— 0(10 

cm/sec), the inelastic and elastic cross-sections are 

comparable.[95] Regardless of the collisional velocity 

regime, the kinetic energy and the interatomic potential 

uncertainties associated with inelastic processes affect the 

scattering kinematics by less than a few percent.[95] Thus, 

the separability of the nuclear energy loss and the 

electronic energy losses can be assumed for binary scattering 

events. 

The trajectories of the binary collision partners 

(depicted in Figure 3.2) are determined classically by 

evaluating the center of mass (COM) scattering angle [57] 
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Figure 3.2 Trajectories of a Classical Binary Collision 
for a Conservative Central Repulsive Force 



94 

® = T - 2p f [r^flCOl dLi 
3 .3 .1 

and the t ime i n t e g r a l 

*•( ' • ' - tO* f~UiMl 
- i 

-M--& 
*\-t-

h 3.3 .2 

where 

3w-[i-(^-^f 3 . 3 . 3 

Here p is the impact parameter, r0 is the distance of closest 

approach (collision apsis defined as g(r)=0), V(r) is the 

interatomic potential between the scattering atoms, and Ec is 

the COM kinetic energy defined as E0/(1+Mt/Mt). Eo is the 

lab system kinetic energy and M( and M^ are the masses of the 

incoming and target atoms, respectively. 

Determination of the impact parameter is based on the 

assumptions that one target atom occupies the volume element 

-V* -Va 
of length N with base area N and that no successive 

lateral correlation exists among target atoms. Thus, the 

impact parameter follows the Monte Carlo presription [58] 
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r / 7/ n y 

p = RnAirN^) 
v 
z 

3.3.4 

where Rn is a random number uniformily distributed over the 

interval [0,1]. Furthermore, it is necessary to recognize 

the surface effect where particles within a distance of 

x=7=N of the surface preferentially have collisions with 
Ntr i 

atoms in the transverse surface plane. The surface impact 

parameter is distributed over [96] 

p = [(R^OW3)l /z < 3 - 3 - 5 

where R^ and R m are uniform random numbers in the interval 

[0,1]. 

The time integral which is a measure of electronic 

straggling becomes important for energies less than 1 keV 

since the target atom actually begins to move before the 

deflection of the incoming atom.[57] Thus, the free flight 

path of an ion/atom is less than N , since the deflection 

point of its trajectory lies in front of the target atoms' s 

center.[58] Using the hard-core approximation to the time 

integral where t =ptan(®/2.) [57], the free flight 

prescription is 
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-V3 , N 

L = N - pW(j&/2.) (3.3.6) 

with the added constraint that L >0 for all ® values. The 

incoming particle would otherwise interact with other 

neighboring target atoms, if L were less than zero. The 

resultant lab scattering angles, Vj and ^ , are defined as 

[57] 

Y; = a r c W ^ . n ® / ^ - 1 ^ + CoS®j\ 
3.3.7a 

S^ ti a r c U n ^ S m Q / ^ - c o S ® ^ (3.3.7b) 

The factor f is a measure of the relative importance of the 

inelastic energy loss to that of the kinetic energy available 

in the collision and is defined as [57] 

{ = 0 - Q/EcJ2" (3.3.8) 

such that Q is equated to the excitation energy loss. Thus, 

while the inelasticity is assumed separable in the 

determination of the COM scattering angle, © , it is 
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subsequently resolved into the lab system scattering angles 

yielding a quasi-elastic treatment for binary collisions. 

Note that for Q/Ec£0(.1), the electronic energy loss factor, 

f, has a minor influence on the lab angle kinematics. 

The azimuthal scattering angle is simply selected as 

§ - ITTR^ (3.3.9) 

where RA> is a uniformily distributed random number in the 

interval [0,1]. 

In the standard TRIM formalism, the electronic energy 

loss factor is neglected, and the COM scattering angle 

integral is approximated from the scattering triangle [58] (a 

semi-analytical, semi-empirical expression for computational 

expediency) such that (Figure 3.3) 

/ j \ P + p + r* *) ? P^P2-

^W'--p^r MS-S,^: 
(3.3.10) 

The quantities, A and p , are the radii of curvature of 

the trajectories evaluated at closest approach (determined 

from a centrifugal force argurrent [58]), and S and S are 
i A. 

correction terms associated with interatomic potential 

screening. Within the original TRIM framework, an empirical 
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Figure 3*3 Center of Mass Triangle 
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fit has been applied to the factor & and when compared to 

the exact determination of the COM scattering angle integral 

has an associated error of less than 1% over six decades of 

energy.[58] 

3.4 Interatomic Potential 

The sum of the Coulomb interaction energy and the change 

in the electron energy connected with the mutual approach 

(COM) of two nuclei is defined as the interatomic 

(interaction) potential.[97] When the scattering apsis, r0 , 

is small (r0—*0), ion/atom scattering is governed by the 

Coulomb force (Rutherford scattering); while at larger 

distances of separation, the Coulomb force is screened and 

scattering is influenced by the associated electron field of 

the colliding ions/atoms.[98] In velocity terms, Rutherford 

scattering is predominant at high ion/atom velocities and is 

characterized by multiple small angle events, whereas at 

collision velocities much less than the orbital velocity, 

screening is predominant and nuclear stopping becomes 

important.[98] The orbital electron velocity is defined as 

a/* 

V « V, = 2{ *̂0 (3.4.1) 

where V0 is equal to e /x and Z is the charge number of the 
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incoming ion/atom. Electronic and nuclear stopping are of 

the same order of magnitude when v-SOi.lir,) [98] which 

corresponds, for example, to a 250 eV proton or a 1 MeV 

copper atom. Thus, deviations from Rutherford scattering 

must be considered in the slowing down of light projectiles 

(D, T, He) as well as collision cascade events for fusion 

reactor wall conditions. The interatomic potential must then 

be of the type 

V W = ^ * e - U(v) 3.4.2 

where u(r) is the screening function which satisfies the 

conditions that u(r)—»1 as r-»0 and u(r)—*0 as r-» *» . [97-99 ] 

Universality of the screening function parameterized in the 

terms of the screening length is commonly sought after to 

"ease" scattering calculations such that 

V( x ) = 2XM±J£ <j>w , 3 - 4 - 3 ) 

where x=r/as and as is the Firsov screening length prescribed 

as [97] 

a s = ( 4 ^ a. iST S \ <ZS / \ » *• / ( 3 . 4 . 4 

o 
and a 0 i s t h e Bohr r a d i u s ( a 0 = . 5 2 9 1 A ) . 
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Scattering calculations employing the Thomas-Fermi 

statistical modeling of the colliding nuclei potential 

[97,100] prove to be too weakly screened.[101] Thomas-Fermi 

statistics ignore the external shell contribution of the 

electron interaction energy; therefore for low energy 
o 

collisions where the apsis is greater than 1 A 

(correspondingly, x 0~ 5 to 15 depending on a s), the 

Thomas-Fermi potential lacks validity.[97,100] Errors of 100% 

in stopping power and range calculations compared to 

experimental values result when assuming a Thomas-Fermi 

interaction potential at low scattering energies.[ 1 01 ] 

On the other hand, the Bohr screening potential [102] 

where 

-V 

a W = **p (-*//?) > /?= "-(? t 2 * 3 ) (3.4.5) 

is too heavily screened and is only applicable to 
o 

short-ranged interactions where r < .1 A.[101] Over a 

considerable interval of internuclear separation, r, the 

screening potential is of the general Born-Mayer form [103] 

U W = A *.*p (-W) > l.S <x0< r < 3.5a0 (3.4.6) 

where parameters A and b are constants for a given pair of 

atoms. While potential fits to within a 6% deviation of the 
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actual potential are obtained when employing the Born-Mayer 

form over the allowed range of separation distances [103], 

TRIM calculations show that 25% of the collisions associated 

with the slowing down of the projectile and >50% of the 

collision cascade events fall outside the interval 

[1.5a0,3.5a0]. Furthermore, the Born-Mayer potential clearly 

does not satisfy the condition that u(r)—*1 as r-*0 unless 

A=1 which is never the case. 

Of more common use, recently, is the Moliere type 

potential [101] 

3 3 

4>l>0 = ̂  C, exp^-k*) • I C - - I (34i7) 
• -1 

v - | *•-» 

where the constants C^ and b^ are atom pair-wise dependent. 

A least squares fit to a quantum mechanically corrected 

free-electron approximation of the interatomic potential for 

selected ion/atom pairs has yielded constants C^ and b^ for 

Moliere type potentials that agree within 10% of the actual 

potential.[101] However, very few of these ion/atom pair 

constants have actually been determined, thus necessitating 

another approach. Such an attempt is to make use of the 

standard (universal) Moliere potential where 

<K*) -.35^.55^.1^° (3-4_8) 
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and y=exp( -. 3r/( ̂ CA^ag ) ) such that <(CÂ  is defined as the 

average correction factor of the screening length which best 

approximates the scattering potential. Inherent within the 

approximation of the COM scattering angle integral of the 

TRIM code is the incorporation of the universal Moliere 

potential with correction factor, ^CA\.[104] The only means 

for determining ^CA^ using this approach is to adjust the 

{CA^ value iteratively until convergence of experimental and 

calculated quantities (e.g., range, sputtering, reflection, 

etc.) is attained. However, such a technique is quite 

laborious, time-consuming, and assumes that an experimental 

benchmark is available. Furthermore, the approach is 

physically meaningless since the correction factor now 

compensates for omitted phenomena such as thermal vibration 

effects, inelastic loss energy, and inaccuracies in the 

potential satisfying only a restricted set of scattering 

conditions. 

Recently, a universal potential, developed by Biersack 

and Ziegler [99], has been empirically derived solely as a 

function of Z4 , Z2, and r (no unique pair-wise species 

parameters need be known) to within (5-20)% accuracy of the 

actual potential (ab initio calculations) over all collision 

separation distances. The potential fit is based on the 

application of free electron statistics with the addition of 

correlation and exchange energy terms. For homonuclear 

collision events, the Biejrsack-Ziegler screening function is 
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defined as the sum of two universal expressions [99 

VU)- ^ > . W - 2 ' \ w ] 3.4.9a 

where 

and 

<t),W--.0^UI^.3fS". ri
M* (3.4.9b 

4^*) = .0? exp -H$-\-$ ; R=.2«?5x (3.4.9c 

The first term, $ (x), being of the general Moliere form 

is the sum of two effects: the Coulomb interaction and the 

Kinetic energy increase of electrons due to the increased 

electronic density in the overlap region of the two atoms. 

The second potential term, <^(x), incorporates exchange and 

correlation energies reflecting the local repulsion of equal 

spins and equal charges of electrons. Exchange and 

correlation effects act to lower the local electron density 

(thus, lowering the interaction energy) and contribute about 

50% to the total interaction at large interaction 

distances.[99] Interatomic potentials for heteronuclear atom 

pairs are calculated using the "combining (or geometrical 
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mean) rule" of the constituent homonuclear potentials 

[99,103] so that 

*«=I*-<.£„)•+«it.)f 
where aSl and aS2 are the single atom screening lengths. 

In order to retain the TRIM formalism (empirical 

approximation to the scattering angle integral), a correction 

factor, CA, as a function of the apsis distance, r, has been 

determined for a given atom pair that would best fit the 

Biersack-Ziegler potential to the universal Moliere 

potential. Such an approach is the same as adjusting the 

Firsov screening length where as=asCA(r). The behaviour of 

CA(r) for Ar+-*Cu is displayed in Figure 3.4. Rather than 

forcing the TRIM code to iterate on r0 and CA(r0 ) 

simultaneously which is computationally time-consuming, a 

modified TRIM version (known as DCATV) is used to quantify 

the distance of the closest approach frequency for a given 

(C^) (Figure 3.5). Using the DCATV output in conjunction 

with the Biersack-Ziegler/MoMere CA(r) fit, the average 

correction factor is iterated until (CA) according to DCATV 

scattering calculations is convergent with the corresponding 

Biersack-Ziegler value, ^CA(r0 )\. The use of the ĈÂ » 

procedure as opposed to incorporating CA(r) directly in the 

TRIM apsis determination is founded on a number of 

experimental and theoretical results. 
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Comparisons of ab initio potential calculations to that 

of the Moliere potential for 4 keV Ar -»Mg are indicative of 

an . average correction factor of .85 [105], while the DCATV 

approach converges to (CA)=.87. For the same calculation, it 

appears that a corrected Moliere potential is closer to the 

actual potential than the Biersack-Ziegler function over a 

large distance. Experimental focusing energy data for Ar-»Cu 
o 

indicate a screening length of .092+.007 A [106] which 

corresponds to ^CA)=.89±.07 and is in agreement with the 

DCATV result of (CA)=.91. Computer simulations in 

conjunction with experimental data for uranium 

self-sputtering are in best agreement when a screening length 

1.15 times the predicted Firsov value is chosen [107]. Once 

again the DCATV approach yields a similar value of {CA)=1.12. 

3.5 Inelastic Energy Loss 

3 

For projectiles of low energy ~0(<10 ) and/or of oblique 

angles of target incidence, backseattering is brought about 

by "cascade" sequences that are no longer than a few 

collision partners. Likewise, for low energy sputtering 

(regardless of the projectile mass), it can be shown that 

cascade chain-lengths are relatively short. In Figure 3.6, 

TRIM calculations for 3 keV Ar-*Ti at normal incidence 

indicate that roughly 80% of all cascades resulting in a 
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sputtering event are less than six target atoms in length. 

For light projectiles such as deuterium) over 50% of all 

sputtered atoms are PKAs.[62] It is thus clear that the 

scattering kinematics (elastic and inelastic) associated with 

reflection and sputtering must be characterized by "local" 

collision physics as opposed to "nonlocal" continuum models. 

Range, stopping power, and cascade mixing calculations better 

lend themselves to a continuum inelastic energy since slowing 

down collision sequences commonly exceed 50 partners, 

determined from TRIM calculations. 

The most common approximations to the local inelastic 

energy loss, Te, are the Oen-Robinson [108], "semi local" 

[96,107,109], and Firsov [110] .models. The Oen-Robinson 

model is cast as 

T.(p,E)--a^kE*„P(-.3,/..) 

where the constant k is a stopping parameter which matches 

the high energy predictions of nonlocal LSS theory.[111,112] 

The continuum approach (LSS theory) at high energy due to the 

full development of cascades is given as 

iaP)E)--UE)=. v^ ( 3 5 2 ) 

In the semi-local approach, an attempt is made to "bridge the 
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gap" between the local and nonlocal models by equating 

inelastic energy losses to the equipartioning of the 

Oen-Robinson and the LSS formulations.[109] As for the Firsov 

model (to be discussed in detail later), Thomas-Fermi 

statistics coupled with a classical mechanics approach are 

used to derive the inelastic energy loss on a local 

basis.[110] However, as initially proposed, the Firsov model 

is restricted to small angle scattering events, a limited 
o 

range of interatomic separation (.2-1 A), and charge ratios, 

(Z|/Z2p), not differing by a factor of four. Subsequent 

modifications by Ki shinevski ii [113] and Robinson [57] 

improved the Firsov model's applicability, but it has been 

the recent extension by Karpusov [115] that has removed all 

of the imposed model restrictions. 

Comparison of computer simulations with experimental 

data indicate that nonlocal approximations overestimate 

inelastic losses, whereas the local Oen-Robinson model 

consistently underestimates these same losses.[58,107,114] 

Thus, the need for a mid-range (semi-local) model or a 

"first-principles" (such as the Karpusov) model must be 

incorporated into the TRIM framework to more accurately model 

local electronic energy losses. The Karpusov (extended 

Firsov) approach is taken to be the model of choice in view 

of its consistency with the individual local collision event 

as opposed to the empirical semi-local assumption which 

implies an averaging or continuum treatment of the inelastic 
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energy losses. 

In the Firsov model [110], the average energy of 

excitation of the colliding atoms is based on the assumption 

that the nuclei move in a straight line and uniformly in the 

sense of classical mechanics. Thus, the probability of 

excitation is functionally dependent upon the collision 

impact parameter and the relative velocity of motion. 

Excitation dependence on orbital moments, spins, quantized 

energy levels, and curve crossings is ignored. Rather, the 

electronic shell penetration of the two atoms during the 

collision is assumed to result in quasi molecule formation. 

The model is applicable when a "sufficiently" large number of 

electrons of the colliding atoms, corresponding to a high 

quantum state, is present. More specifically, the distance 

between adjacent excited energy levels of the quasi molecule 

must be small relative to the mean energy of excitation. 

Briefly as an outline of the excitation events, the 

electrons of the incoming colliding atom lose their excess 

energy associated with their trans 1 ational momentum, while 

the electrons of the target atom aquire an additional energy 

as they enter into the potential range of the incoming 

atom.[110,111] Thus, kinetic energy of the incoming atom is 

inelastically transferred to the electrons of both colliding 

atoms. Excitation energy not lost in the ionization of atoms 

is emitted or contained in a metastable state. The total 

force (or momentum transfer) acting on each atom is given by 
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S 

where m e is the electron mass, R is the relative nuclei 

velocity, S is the surface dividing the potential regions of 

action of the nuclei, and T £ is the electron flux density 

through the elemental area dS. The electron velocity 

distribution is assumed spherically symmetric, implying that 

| e can be approximated as nv/4. The electron excitation 

energy is obtained by integrating the force over the radius 

vector connecting the centers of the colliding 

atoms.[110,113] By employing the Karpusov modification to the 

Firsov model [115], the mean excitation energy can be written 

as 

lCp,E.)= y\{± 2kKvv}UjLfc 
it — \ * 
, » -• , v 3 . 5 . 4 

Here, p is the collision impact parameter, E c is the COM 

kinetic energy of the nuclei, g is a constant, and f(r» ) is 

defined as 

+ W=f ^ ; -k.«k^A. „.„, 
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The constant <*̂  is the fraction of the line segment, R, that 

lies on the kth side of the potential surface S.[113] 

Rewriting the inelastic energy loss, in simpler notation 

yields 

•SCP>Et)-2rt(2^ei+^Vei)-, V'2* (3.5.6) 

such that Vc is defined as the relative COM atom velocity and 

Ye^ is the inelastic energy loss per unit velocity (defined 

in Appendix B). The Karpusov formulation has no inherent 

limitations on the scattering angle, impact parameter, nuclei 

charge ratio, or the interatomic potential behaviour. 

In the comparison of the Karpusov model to the 

semi-local and Oen-Robinson models, the characteristics of 

the causal knockon atom (CKA) can provide some beneficial 

insight. A CKA is defined to be the energetic collision atom 

which directly results in a sputtered ejection event. Causal 

atoms are inclusive of projectiles, cascade atoms causing the 

ejection of surface atoms, and energetic surface or 

subsurface atoms which after having a last collision with a 

surface atom sputter themselves. Thus, while 6.75% of the 

sputtered atoms for 3 keV Ar*-+Ti are PKAs (i.e. target atoms 

directly set in motion by the argon projectile, Figure 3.6), 

only .5% of all CKAs are argon (i.e. most sputtered PKAs 

have a target atom collision before ejection). Of course, 
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for oblique angles of projectile incidence the percentage of 

PKAs that are CKAs increases clue to the higher likelihood of 

direct ejection. 

In a calculation using TRIM for 3 keV Ar+-»Ti at normal 

incidence where approximately 100,000 sputtering events were 

tabulated, an extensive study of CKA kinetic energy and 

reduced impact parameter versus sputtered fraction has been 

made to "bracket" the inelastic energy loss dependences of 

importance (Figures 3.7 and 3.8). It is clear that most CKAs 

are of low energy such that 50% have kinetic energies below 

25 eV, 88% have kinetic energies less than 100 eV, and no 

CKAs have energies greater than 1 kev (which is much more 

representative of "first" collisions of the projectile). The 

CKA reduced impact parameter, b, dependence shows a range of 

2<b<16 to be of primary importance while "first" collision 

Ar-Ti events (not shown) indicate a range of importance as 

5<b<18. Using these observed behaviours for Ti-Ti 

collisions, the Karpusov model is shown in comparison to 

other local excitation models for the collision energy limits 

of 10 eV and 1 keV (Figure 3.9). Over the applicable range 

of impact parameter, deviations of a factor of 3 exist 

between the Karpusov model and the semi-local model and there 

exists as much as an order of magnitude difference between 

the Karpusov approach and the Oen-Robinson formulation. 

However, it was found that for the reduced energy range of 

£=10 the semi-local model and the Karpusov model agree to 
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within 25% over the range of 0<b<20. It is at the collision 

"extremes" that an overestimation of the electronic energy 

loss occurs for low energy events (indicative of the cascade) 

while an underestimation occurs at the higher energies. Note 

that for both the Karpusov and the semi-local models, the 

integral over impact paramter in the range 0<b<32 would 

result in approximately equal total stopping powers at 
_ -2.5 

c>10 (1000 ev Ti-Ti collisions). These results were 

qualitatively substantiated for projectile-target systems of 

3 keV Ar-*TiO, 3 keV Ar-*U, and 10 keV Ai—*Fe where in excess 

of 50 to 100 thousand sputtered events were tracked via TRIM. 

It was found computationally expedient to employ an 

empirical approximation to the Karpusov model for scoping 

studies. The model developed has an associated 25% deviation 
with that of the exact Karpusov model over the ranges 

-s „ -z 
10 < £ < 1 0 and 1 <b<18 w i t h the added l i m i t a t i o n tha t the 

charge ratio Z,/Z2 not exceed 6, otherwise the empirical 

formulation is no better than the other commonly used models. 

3.6 Cascade Atom Energy Requirements 

The collision cascade development requires that the 

kinetic energy transferred to a "new" target atom, T, (due to 

the slowing down projectile, PKA, or other cascade member 

atoms) exceed a threshold energy, ET. Furthermore, for a 
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target atom to be set in and remain in motion requires that 

it overcome a local binding energy, E,. Both of these 

quantities are dependent on the origin of the target atom. 

In the absence of relaxations, the average bond energy 

of a surface atom in a structureless medium is equal to the 

cohesive energy, U0. Because on the average an atom lying 

within the crystal surface has half the number of neighbors 

of an interior atom, the bulk bonding energy is simply twice 

that of the surface bond energy, 2U0.[116] 

The local binding energy is defined as a radiation 

damage energy, specifically, the Frenkel pair formation 

energy 

E U - H ! * H ? 
(3.6.1) 

£ f 

where H and H. are the vacancy and interstitial formation 

energies, respectively. An atom energetically ejected from 

its lattice site immediately causes a vacancy; however, the 

new cascade member may be available for further collision 

sequences. Also, once the cascade atoms slow down below the 

threshold energy, ET, trapping of the atom in an interstitial 

site or substitutional atom replacement become possible. 

Thus, an energy debit of the cascade atom at the end of its 

scattering flight is made for interstitial formation or 

phonon damping (if its kinetic energy is below H. ). 
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A synopsis, then, of the cascade development energy 

requirements follows. 

(1) An atom is added to the cascade if the transferred 

kinetic energy, T, is greater than the local bond 

energy. 

(2) The cascade atoms's kinetic energy of motion is 

equal to T-Hv where it must overcome the local 

binding energy. 

(3) The cascade atom is no longer followed once its 

kinetic energy drops below the interstitial formation 

energy. As previously assumed in the surface geometry 

considerations, when x< xs, defect formation is obscure. 

Hence, in this region an atom set in motion has the energy T 

(no vacancy formation energy). 

3.7 Displacements 

By definition, the displacement energy, E^, is the 

threshold energy that an irradiated particle must transfer to 

a lattice atom to produce a stable defect in the 

1 attice.[117,118] The displacement energy is not to be 

confused with the necessary energy transfer, ET, required for 

a target atom to participate in the collision cascade. Most 

atoms which affect cascade development receive energies much 

less than the displacement energy threshold.[119] Thus, 
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bond-breaking is not the determining factor in defect 

production, rather the critical criterion is the 

interstitial-vacancy (Frenkel defect pair) separation 

distance.[117,120] Experimentally, the threshold energy has 

been observed to decrease with increasing interatomic 

distance.[117] Along the close-packed lattice directions, 

the threshold energy can be approximated as [117] 

p A -r«»/2.R 
t A = y t (3.7.1) 

where rnn is the interatomic distance, and A and R are 

interatomic potential parameters of the Born-Mayer type. 

Because the above model does not pertain to polycrystal1ine 

solids and because of the insufficient knowledge of 

parameters of A and R for metals [117], another means of 

determining E^ is necessary if experimental data are lacking. 

A correlation between the sublimation energy and the 

displacement energy first proposed by Seitz [121] is chosen 

as the means for estimating E^ where 

E i s k c E . 3.7.2 

and kc is a lattice type constant. Through the use of 

relatively recent experimental values for E^ [122,123] 

plotted against the respective atomic sublimation energies, 
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the constant, kc, is determined via linear regression from 

the data displayed in Figure 3.10. 

Knowledge of the displacement energy permits the 

calculation of the damage generated in a solid by 

primary-knockon-atoms (PKA's). The number of defect pairs 

created in a cascade (number of displacements), N^, is given 

accurately by the modified Kinchin-Pease (MKP) model [118] 

C 0 ; 0 < E < E A 

N i * ' J E A < i « i E l / v . ( 3 . 7 . 3 ) 

L / 2 E i > E > 2 E ^ 

where «K is the displacement efficiency, and E is the damage 

energy of the PKA available for atomic displacement. 

Computer simulations [57] indicate that the displacement 

efficiency is independent of target material and temperature. 

A value of 4< =.86 has been determined for Cu, Fe, and Au [57] 

and will be assumed applicable for all metals studied. The 

damage energy is further defined as E=E0-Q. E0 is the 

initial PKA energy, and Q is the total inelastic energy loss 

of the resultant cascade. 

A potentially serious limitation of the MKP model 

concerns the PKA damage efficiency as a function of recoil 

energy, E0. Computer simulations predict the damage 

efficiency is independent of PKA energy for energies up to 
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100 keV [57]; however, experimental data for A1, Cu, and Ag 

indicate that the damage efficiency is a function of PKA 

energy.[124] By defining the relative damage efficiency, "J , 

as the ratio of the experimental to the MKP prediction such 

that 

* = <'/*r 
various damage efficiences for ion and neutron bombardment of 

Al may be determined and are displayed in Figure 3.11. In 

general for a given projectile, the experimental defect 

production agrees closely with the MKP model for low energy 

recoils ^0(1 keV); however, "J decreases to an asymptotic 

value of .35-.50 in the energy range of 2-10 keV, whereas 

above these energies, the displacement production is 

independent of the recoil energy for energies up to several 

hundred keV.[124] For the plasma-wall interaction ion 

energies under study ~-0(<1 keV), the MKP model should be 

adequate in predicting defect production. 

The displacement rate profile, K0, necessary for the 

target alloy kinetics calculation is expressed as 

K,= ^AN^OO (3.7.5) 

Here} cj} is the incident projectile flux and A is the atomic 
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cross-sectional area. The defect production profile N^(x) 

actually corresponds to PKA(x) where it is assumed that all 

defects occur locally about the causal PKA. 

3.8 Surface Binding Energy 

The magnitude, energy, and angle of sputtered atom 

ejection from a crystalline surface are directly influenced 

by the surface atom energy barrier, AU, that must be 

surmounted by all atoms attempting to escape. In general, a 

distribution of surface binding energies exists which is 

dependent upon the crystal surface structure and on the 

damage state of the surface.[52,125] It is common practice to 

equate the surface binding energy to the heat of sublimation, 

Es, which is defined as the sum of the cohesive energy plus 

the heat of vaporization. The two most common means for 

describing the surface binding energy conditions are the 

isotropic and planar potential models. 

In the isotropic model, a spherically symmetric 

potential barrier is assumed such that a particle escapes the 

target surface if its Kinetic €*nergy exceeds AU regardless 

of its ejection angle, ^.[52,125-127] 
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For t h e p l a n a r model [ 5 2 , 1 2 5 - 1 2 7 ] 

A U ( V ) ^ &Usec*7> ( 3 > 8 2 ) 

where only the perpendicular velocity component of an 

escaping particle is available to overcome the planar 

potential barrier. In both models, escaping atoms have an 

energy of E0- AU; however, the energy is debited only along 

the surface normal component in the planar potential model as 

opposed to a total energy debit in the istropic model. Thus, 

sputtered atoms experience a directional change (refraction) 

in overcoming a planar potential (Figure 3.12). When the 

normal component of the escaping atom is less than the planar 

potential, total internal reflection occurs.[125] The atom 

may undergo subsequent scattering events allowing it to meet 

the necessary conditions for ejection. 

Preference of one model over the other is based 

primarily on the observed experimental sputtered energy 

distribution. Computer simulations employing the isotropic 

model [126] show that the resultant sputtered atom energy 
-z 

spectrum is proportional to a monotonic function of E , 

whereas the planar model exhibits a maximum in the yield 

spectrum (Figure 3.13). Experimental evidence approximates 
-2, 

the E functional behaviour in the high sputtered energy 

tail range of 10-1Q3 eV [125,126,128]; however, it, too, is 
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characterized by a maximum in the yield spectrum at low 

energies. Therefore, the planar potential model has the 

widest acceptance in describing the surface binding energy 

effects. 

Not only are sputtered atoms influenced by the presence 

of a surface energy barrier, but incoming and backseattered 

projectiles are affected as wel1.[107,129,130] The 

projectile-target potential barrier (trapping energy), Ut , 

acts to accelerate and to deflect towards the surface normal 

an incident projectile while for a backscattered projectile a 

similar deceleration and refraction as that undergone by 

sputtered atoms is experienced. Projectile/target 

combinations where the trapping energy is significant 

(^O^.B eV)) include those susceptible to hydride or oxide 

formation (e.g., D-*Ti and 0-*W) and self-sputtering events. 

The inclusion of a projectile surface binding energy acts to 

increase the trapping efficiency of the target. With respect 

to sputtering, an increase in the trapping efficiency for 

self-projectiles (especially at low impact energies) may 

result in a decrease in the overall self-sputtering 

efficiency due to a reduction in the backseattering 

probability; however, an increase may result from further 

scattering events within the target due to the trapped 

projectile. 



132 

3.9 Summarization of Sputtering Mechanics Development 

An overview of athermal scattering phenomena related to 

the sputter ejection of surface atoms from (assumed) 

amorphous materials has been presented within the Monte Carlo 

TRIM framework. In contrast to previous TRIM model 

developments (as well as MARLOWE applications), development 

of a TRIM formalism without adjustable "fudge" factors to 

guarantee experimental agreement has been sought. Also, the 

modified TRIM formalism has been generalized to model 

heterogeneous materials for sputtering, damage, implantation, 

and reflection studies. 

The revisions, extensions, and new modeling incorporated 

within the TRIM formalism are briefly summarized as follows: 

(1) On an average basis, the Moliere interatomic 

potential within the TRIM mechanics has been matched to the 

more exact BiersacK-Ziegler (B-Z) interatomic potential. A 

technique has been developed to calculate the average 

correction factor, ^CA"), of the screening length necessary to 

equate the Moliere potential to the B-Z potential in 

agreement with various scattering experiments. 

(2) An inelastic energy model based on local collision 

physics has been substituted for the semi-local and the 

continuum (nonlocal) models commonly employed by previously 

proposed TRIM and MARLOWE model prescriptions. Low-energy 

sputtering and reflection necessitates a local inelastic 
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energy loss model due to short scattering sequences. The 

Karpusov model either prescribed exactly or as an (empirical) 

asymptotic approximation has been incorporated within the 

TRIM formalism to describe electronic excitation (scattering) 

losses. 

(3) An alternative local binding energy scheme necessary 

for a target atom to participate in the collision cascade is 

included in the TRIM formalism. Previous scattering 

calculations have assumed a zero binding energy, an arbitrary 

binding energy to match experiment, and a binding energy 

equal to the local displacement energy. The current 

formalism is analogous to the displacement energy concept, 

except a differentiation has been made "as to when" energy is 

debited from a displacement event. 

(4) The trapping energy mechanics necessary for the 

reflection of hydrogen or oxygen from elements susceptible to 

hydride or oxide formation or for self-sputtering have been 

incorporated into the TRIM framework in terms of a surface 

energy barrier. 

(5) The surface geometry prescription assumes a "skin" 

thickness in. which the defining of a defect is obscure. 

Also, the geometrical prescription in terms of a multi-layer 

concept allows the study of cascade mixing and recoil mixing 

for heterogeneous systems. 

(6) Finally, the generalization of the TRIM formalism 

for an arbitrary multi-component and multi-layer 
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heterogeneous material provides the means for investigating 

various projectile/target phenomena of the proposed thin-film 

alloy systems. 

3.10 Verification of the Sputtering Mechanics 

Confirmation that the general quantitative and 

qualitative sputtering behaviour of the modified TRIM model 

is accomplished through the comparison to theory and 

experiment for a number of projectile/target combinations. 

Fair to good experimental agreement of the current TRIM model 

had been previously obtained (and published) for the 

projectile, target systems of (He/Al, Ar/Al, and He/Al-Li 

[131]), (Ar/Ti and Ar/TiO [132]), and (D/Mo).[42] For the 

current alloy solvents of Cu, V, and W, the sputtering yield 

(assuming the single ejection mode of neutral atoms) as a 

function of incidence for selected projectiles is displayed 

in Figures 3.14 a-g. In general, light-ion sputtering as 

predicted by TRIM is within experimental error (commonly 

±30%), while for heavy-ion sputtering, experimental agreement 

is obtained if the projectile energy exceeds 200 eV. The 

discrepancy between TRIM and experiment for low-energy, 

heavy-ion sputtering is partially due to the approximation 

(empiricism) of the Karpusov electronic energy loss terms. 

For small values of reduced energy (representative of low 



135 

1.00 r 

0.50 

0,20 

0,10 

R 
g 0.05 

M 

I a. 02 
En 

(V, 
Cfl 

0.01 -

.005 

.002 

,001 

-
• TRIM 

-

D J , Bohdanslcy [133I 

-

? ? D 
A 

D • n 

-
• 

• 

1 1 1 1 1 t 1 1 i 

20 50 100 200 500 1000 -2000 

ENERGY (eV) 

5000 10000 

Figure 3«l^a Sputtering Yield Energy Dependence 
for D+ on Cu at Normal Incidence 



136 

w 
hH 

C5 
ft 
M 
tt 

B 
CO 

1.00 

0.50-

0.20 

0.10 

9 0. 05 

0.02 

0.01 

• 

• 
D 

$ • D 

t TRIM 

D J . Bohdansky [ l 3 3 | 

.005 

.002 -

.001 

20 50 100 200 500 1000 

ENERGY (eV) 

2000 5000 10000 

Figure 3.14b Sputtering Yield Energy Dependence 
for He+ on Cu at Normal Incidence 



137 

10.0 r 

5.00 

2.00 

1.00 

3 0.50 

» 

e 
&, 0.20 
en 

0.10 

0.05 

0.02 

0.01 

a 
o 

o 
• 

8 

a 

o 

a 

V 

+ TRIM 

• J. Bodansky fl33J 

O MARLOWS El 2 6] 

20 50 100 200 500 

ENERGY [eV; 

1000 2000 5000 10* 

Figure 3«l^c Sputtering Yield Energy Dependence for 
Ar+ on Copper at Nornal Incidence 



138 

1.00 

0.5.0 

0.20 

0.10 
« 
-3 

a 
•* 

0.05 
& 

a « 

TT
E 

0.02 
E 
OT 

0*01 

.005 

.002 

. 001 

4 TRIM 

• M. Kaminsky e t a l . i n FI34] 

— Roth-Bohdansky Model 

20 50 100 200 500 1000 2000 5000 10000 

EffERGTF (eV) 

Figure 3»l^d Sputtering Yield Energy Dependence 
for D+ on V at Normal Incidence 



139 

TRIM 

• N.. Laegreid & G.K. Wehner ft 3 5] 

• • 

20 50 100 200 500 1000 2000 

ENERGT (eV) 

10000 

Figure 3.1^e Sputtering Yield Energy Dependence 
for Ar+ on V at Normal Incidence 



1 4 0 

10.0 r-

5.00 

2.00 

1.00 

o ^ 
w 
P 0.50 -
c» 
S3 
M 
ce; 

g 0.20 

CO 

0.10 

0.05 -

0.02 -

0.01 

-

• TRIM 

O V.K. Koshkin e t a l . [l36] 

D N. Laegrid and G.K. Wehner [135] 

-

? 
0 

• 0 

? 
0 

n 
• 

-

D 

-
• 

- ° • 

- n 

1 1 1 1 1 1 1 1 1 

20 50 100 200 500 1000 2000 

ENERGY (eV) 

5000 10000 

Figure 3.1^f Sputtering Yield Energy Dependence 
for Ar+ on W at Normal Incidence 



lM 

10,0 

w 

o 
ss 
H 

5-0 

w 3.0 h 

2.0 

1.0 

* 

D 

• TRIM 

• J.G. Tracy i n [l07J 

O MARLOWE [107] 

4 5 6 

ENERGY (eV) 

10 

Figure 3»l^g Sputtering Yield Energy Dependence 
for U+ on <*-U at Normal Incidence 



142 

energy scattering between atoms of small mass disparity), the 

asymptotic formalism developed to model the Karpusov 

excitation losses has an order of magnitude inaccuracy. 

Also, coupled to the Karpusov approximation is the averaging 

of the CA factor as applied to the Biersack-Ziegler potential 

that may introduce a secondary (smaller) error. These errors 

act to reduce the energy deposition of the projectile in the 

near-surface region of the target; hence, a resultant 

reduction in the sputtering yields is calculated. While the 

quantitive yields are in error, the basic physics underlying 

the sputtering mechanics (e.g., sputtering yield as a 

function of angle and the sputtered energy and angular 

distributions) will be shown to be correct for heavy-ion 

sputtering. Finally, the discrepancy between TRIM and 

experiment for heavy-ion sputtering does not detract from 

applying TRIM to the thin-film systems of Cu-Li, V-Al, and 

W-Be. Rather than determining the benefit of "protective" 

overlayers on the basis of absolute sputtering yields, an 

erosion (sputtering) reduction factor as a function of 

incident energy is just as useful. It has been found that 

regardless of the TRIM model prescriptions for the various 

scattering phenomena the relative reduction of the sputtering 

yield due to a thin-film remains unaffected. Determination 

of the energy at which self-sputtering exceeds unity is 

probably accurate since such an energy is on the order of 

1000 eV. 
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Any comparison of the sputtering yield results obtained 

from the current proposed TRIM formalism to that of previous 

TRIM and MARLOWE models must recall that the current TRIM 

framework is void of "adjustable" physics parameters to "fit" 

experiment unlike its predecessors. The adjustment of 

interatomic potential, electronic energy loss, and binding 

energy prescriptions in order to obtain experimental 

agreement does not lend itself to predicting sputtering 

yields for materials in which the experimental yields are 

unknown or to predicting other physical phenomena (e.g., 

implantation profile, dpa profile, or sputtered layer of 

origin) in which adjustable prescriptions may radically alter 

the underlying scattering physics. 

Previous light-ion sputtering calculations performed by 

Haggmark and Biersack [104] and reflection calculations 

performed by Eckstein and Verbeek [137] have shown agreement 

with experiment if the Moliere potential correction factor or 

the sublimation energy of the material were properly 

adjusted. The value of (CA) required to obtain experimental 

agreement ((CA)=.7 for transition metals) is nonjustified 

according to the DCATV fit to the B-Z potential which 

predicts of a (CA^ value in the range of 0.80 to 0.95. Also, 

the arbitrary adjustment of the material sublimation energy 

is without physical basis. In another TRIM study performed 

by Haggmark and Wilson [92] for light-ion sputtering, good 

experimental agreement was obtained for physical 



144 

prescriptions of the interatomic potential and the 

sublimation energy; however, an unrealistic binding energy 

model was proposed to properly "fit" experiment. The binding 

energy prescription assumed that E^ = Hy+H.+E within the 

bulk with the interstitial formation energy as an adjustable 

parameter. Physically, a bulk atom does not lose the 

sublimation energy unless it actually undergoes a sputtering 

event; hence, the proposed model is inapplicable to bulk 

atoms. Furthermore, Haggmark and Wilson found it necessary 

to adjust the interstitial formation energy to values 

approaching 20 eV for bcc elements, far exceeding the actual 

physical values that more closely approximate the sublimation 

energy, being on the order of 6 to 10 eV. 

In heavy-ion sputtering calculations performed by 

Robinson for Ar/Cu [126] and U7<*-U [107] (Figures 3.14 c and 

g, respectively), MARLOWE calculations compare very favorably 

to the experimental data. However, in both cases Robinson 

makes use of a semi-local electronic energy loss model in 

conjunction with altering other physical parameters. For the 

Ar/Cu MARLOWE yield, a value of ^CA')=.77 was necessary in 

contrast to the DCATV prescription of 0.95. The U7<x-U 

sputtering yields were based upon the assumption of an 

arbitrarily chosen value for the binding energy of an atom 

joining the collision cascade. Without the above 

assumptions, the MARLOWE calculations deviate from experiment 

by as much as 100%. 
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For normal incidence projectiles, a collision cascade or 

an energetic recoil are necessary to cause sputtering; 

whereas, for projectiles impacting at an oblique angle of 

incidence the probability of direct ejection as a result of 

impact increases. Thus, in general, as empirically predicted 

by the D.L. Smith model, the sputtering yield should increase 

monotonically for increasing angle of incidence. Shown in 

Figures 3.15 a,b are the sputtering yield dependences as a 

function of angle for Ar/W and Ar/Cu at 1 keV in comparison 

to experiment. Angularly dependent sputtering yields (as 

calculated by TRIM) are in excellent agreement with 

experiment. However, as indicated by experiment and TRIM, 

the sputtering yield does not increase monotonically as a 

function of increasing projectile incidence angle. Because 

the reflection probability of the projectile approaches unity 

for high angles of incidence ©-*90 , the energy transfer from 

the projectile to the target decreases for increasing 

incidence angles. Thus, the maximum sputtering dependence as 

a function of angle is determined by the competing processes 

of an increased direct ejection probability and a decreased 

energy transfer probability. 

The sputtering dependence on incidence angle must 

further be defined in terms of impact energy which is 

proportional to the energy deposition within the target. 

Shown in Figure 3.16a is the ratio of the sputtering yield at 

60 to that at normal incidence for deuterium on copper as a 
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function of impact energy. At low energies, the angular 

sputtering yield is less than the normal sputtering yield; 

however, at energies greater than 100 eV, the angular 

dependent yield becomes greater than normal incidence yield. 

At low energies, increased reflection (Figure 3.16b) or 

conversely reduced projectile deposition reduces the 

probability of sputtering for a given angle. At higher 

energies, energy deposition within the target surface 

increases; hence, the sputtering yield increases and, 

correspondingly, the projectile reflection decreases. 

When the projectile mass approximates the target mass, 

reflection at normal incidence tends to be negligible or 

conversely the "sticking" coefficient of the projectile 

approaches unity. Experimentally, the sticking coefficient 

for normal incidence has been found equal to .95-.97 +.05 for 

heavy-ion impact regardless of the impact energy.[140] Until 

very recently, most fusion design studies have accepted the 

premise of unity sticking coefficients even for nonnormal 

incident angles. However, as M.T. Robinson has shown 

through MARLOWE simulations for 100 eV U-^x-U (laser isotope 

separation) [107], the self-reflection yield approached a 

maximum of 45% for an incident angle of 80 degrees. The 

significance of this result is that the determination alone 

of a self-sputtering energy exceeding unity may be an 

insufficient erosion limitation employed in fusion material 

studies. Thus, the "positive feedback" recycling of wall 
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impurity ions/atoms, which could result in runaway erosion if 

for every incident ion more than one target atom returns to 

the plasma, must include self-reflection. For the alloy 

solvents Cu, V, and W, the self-reflection yield (TRIM) for 

an incident angle of 60 degrees as a function of impact 

energy can be significant (Figure 3.17). Over a range of 

intermediate impact energies (200-500 eV) , the 

self-reflection yield ranges from 50 to 65 percent. At low 

energies, the self-reflection yield is suppressed by the 

attractive planar potential of the target, preventing the 

escape of "like" atoms. At high energies, the 

self-reflection yield decreases due to a higher probability 

of self-deposition within the target. 

A histogram of the sputtered energy distribution in the 

presence of a planar potential should behave according to the 

theoretical Thompson-Sigmund dependence (Figure 3.13). For 

copper with the surface binding energy equal to 3.5 eV, the 

sputtered energy distribution for normally incident 

projectiles according to Thompson-Sigmund theory is given by 

Figure 3.18a. The self-sputtering energy distributions for 

100 eV and 1000 eV calculated by TRIM are shown in Figures 

3.18 b,c. The 100 eV sputtered energy distribution is 

dramatically skewed towards low sputtered energies in 

comparison to theory and the 1000 eV sputtered energy 

distribution. Similar shifts in the sputtered energy 

spectrum as a function of projectile energy have been 
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observed experimentally for light-ion sputtering as 

well.[141] Also, M.T. Robinson observed a similar behaviour 

in the MARLOWE simulation of U-*x-U self-sputtering [107], 

where at 5 keV 36% of the sputtered energy exceeded 20 eV and 

at 500 eV only 20% of the sputtered energy exceeded 20 eV. 

Inherently, within the derivation of the Thompson-Sigmund 

sputtered energy dependence is the assumption that the 

scattering energy greatly exceeds the atom binding energy. 

The resulting sputtered energy distribution (for high energy 

scattering) is approximated in the asymptotic limit where the 

scattering energy approaches infinity. However, for a finite 

projectile energy, a finite cut-off energy exists within the 

sputtered energy distribution. Hence, for low energy 

sputtering the sputtered energy distribution must be skewed 

towards low energy. 

The most probable energy of sputtering as predicted by 

Thompson-Sigmund sputtering isAU/2. Copper self-sputtering 

for both 100 eV and 1000 eV shows a maximum energy 

probability in the 2 to 3 eV range which exceeds the 

theoretical prediction of 1.75 eV. According to experiment 

(sputtering of silver) [142] and according to MARLOWE 

simulations [107], the most probable energy of sputtering 

better approximates 2AU/3 in agreement with the current TRIM 

calculations. 

Because of the surface planar potential, the angular 

distribution of sputtered atoms conforms to a cosine for 
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projectiles at normal incidence. Experimentally, the cosine 

sputtered distribution has been observed for energetic 

heavy-ions (e.g., Ar/Au, Hg/Fe, and Hg/Mo) [143,144] and for 

energetic light ions (e.g., H,D,He on Ni,Cu,Au,Mo,W targets) 

[145]. TRIM calculations for copper self-sputtering (Figures 

3.19 a,b) indicate agreement with the cosine behaviour at 

1000 eV incidence energy; however, at low energy, the 

distribution is definitely "undercosine" and peaked along an 

ejection angle of 45 degrees rather than along the surface 

normal. MARLOWE calculations for Ar on Cu are indicative of 

a similar behaviour for low energy sputtering.[ 126] It is 

thought that the deficiency of ejected atoms along the 

surface normal is due to the incompleteness of the turning 

back of the incident particle momentum along the surface 

normal [126]; i.e., the lack of collisional isot ropy. 

Undercosine sputtered distributions have been observed 

experimentally for Hg/Ni, Hg/Mo, Hg/Ge, and Hg/Fe [143] at 

low energy (< 250 eV), confirming the low-energy TRIM 

simulations. 

For a binary alloy in which the surface is predominately 

enriched with one component and the subsurface layer is 

primarily composed of the other component, theory predicts a 

cosine behaviour for atoms sputtered from the surface layer, 

while those sputtered from the "under layer" will exhibit a 

sharper angular distribution.[146] Experimentally, the 

sputtered atoms originating from the alloy subsurface have 
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been observed to exit according to a cos 6 distribution where 

m>1.[147,148] Furthermore, the value of m increases with 

increasing projectile energy.[147] 

TRIM simulations for an over layer of lithium on pure 

copper are in agreement with theory and experiment (Figures 

3.20 a,b). The angular distribution exhibited by the 60 

degree copper incidence assumes that the incident copper is 

azimuthally isotropic. 
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CHAPTER IV 

Surface Kinetics Model 

4.1 Introduct ion 

Nonequi 1 ibn'um radi at ion-induced redistribution of 

alloying elements in the 1imiter/divertor near-surface region 

alters the sputtered species with time. Therefore, it is 

necessary to know if the proposed thin-film systems (as a 

means of fusion plasma impurity and wall erosion control) are 

truly self-sustaining and to what degree. A kinetic model 

which couples the point defect and alloying component fluxes 

resulting from radiation/thermal transport mechanisms and 

includes sputtering due to energetic ion-bombardment becomes 

important. 

The Johnson-Lam (JL) kinetic model for fee binary alloys 

[149-151] (subsequently extended to fee ternary alloys [152]) 

provides the physical and numerical framework for 

investigating the Li thin-film/Cu-Li alloy system. The JL 

model tracks the space-time evolution of the alloy 

constituents under such effects as Gibbsian adsorption, 

preferential sputtering, displacement mixing, 

radiat ion-enhanced diffusion, and radiat ion-induced 

segregation. Inherent in the model is the assumption that 
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the transport of atoms and defects occurs via lattice 

migration mechanisms as opposed to grain boundary mechanisms. 

Anomalously, low diffusion activation energies are indicative 

of grain boundary transport [153]; however, ion-bombardment 

studies by A.R. Krauss [154] on the Cu-Li alloy system are 

•indicative of lattice diffusion activation energies. 

The time and temperature kinetics of the JL model has 

been previously validated in that good qualitative agreement 

between theory and experiment has been obtained for a number 

of irradiated alloys. Qualitative agreement of theory to 

experiment has been obtained for the nickel-based binary 

alloys of Ni-Al [155], Ni-Si [155,156], andNi-Cu [157]. 

Also, the ternary alloys of Fe-Cr-Ni and Ni-Al-Si 

theoretically evolve according to experimental findings.[152] 

The quantitative mismatch between the JL model predictions 

and experiment is on the order of 20 to 50 percent for most 

calculations. Parametric adjustments of defect migration 

energies and/or of defect entropies have been necessary to 

match theory to experiment; although, such matches have not 

always been possible. While the JL model has been applied 

extensively to "undersized" and "oversized" solutes, it has 

been restricted to solvent/solute or solute/solvent mass 

disparities between 0.5 and 2.0. No theory/experiment 

comparisons have been made for a mass disparity that is 

reprsentative of the Cu-Li alloy under current research where 

a solvent/solute mass disparity ratio of seven exists. The 
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effects of such a large mass disparity upon the physics 

within the JL modeling remain unknown. However, mass 

disparity will tend to introduce nonlinear effects into 

athermal irradiation phenomena which are coupled to the alloy 

kinetics as opposed to "nondisparitive" mass systems where 

athermal phenomena of the alloy constituents are a linear 

function of the compositional profile. 

In the following text, the formalism is developed for 

the expression of atom and defect fluxes in terms of 

concentration gradients, which necessitates the definition of 

partial diffusion coefficients. An overview is then 

presented of the relevant defect mechanisms associated with 

atom diffusion along with the kinetic phenomena of 

recombination, segregation, and sink annealing. Within the 

overview, conclusions are drawn on the importance of 

defect-types applicable to the pure Cu metal as well as to Cu 

alloys. Alternative models for recombination, segregation, 

and preferential sputtering, which are believed to be 

physically more accurate than the JL prescription, are 

presented and incorporated in the numerical kinetic scheme. 

Finally, the kinetic . equations of a B-A (solvent-solute) 

binary alloy as applied to the time dependence of the Cu-Li 

system are prescribed. 
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4.2 Partial Diffusion Coefficients 

The partial diffusion coefficients of atoms k via 

defects j and of defects j via atoms k are defined on the 

basis that each atom or defect in a crystal partakes in a 

random walk. For cubic (isotropic) crystals, the diffusivity 

coefficient of the conjugate atom-defect pair kj is [152,158] 

K^ - t \ ZW VWj. (4.2.1 

Here A is the atomic jump distance, Z is the number of first 

nearest-neighbor sites allowable for a given atom-defect 

interchange, and Vv . is the atom-defect jump (exchange) 

frequency. The exchange frequency is further defined as 

[158] 

V - V exfC-G^/k-r) 4.2.2 

where V0 is the frequency of vibration of an atom in a normal 

lattice position in the jump direction and G is the free 

energy necessary for an atom-defect migration. Briefly, G m 

is the energy necessary for an atom and a defect at an 

adjoining lattice site to overcome the energy barrier, 

permitting the atom and the defect to interchange positions. 

(Figure 4.1) 
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Figure ^.1 Defect Lattice Configuration Space for 
N Atoms with 3N Degrees of Freedom. 
The Hypersurfaces (solid lines) Correspond 
to Constant Potential Energy. The Dotted 
Line, S, is- the Saddle Surface with a 
Minimum at P, the Saddle Point for 
Transitions from A to B. Redrawn fl58l 
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Atoms diffusing by means of atom-defect exchanges, in 

actuality, will undergo correlated (non-random) diffusion. 

After an atom-defect exchange, the defect remains in the 

immediate vicinity of the diffusing atom, allowing the 

possibility of a reverse jump. These reverse exchanges will 

occur with a greater-than-random probabi1ity.[159,160] 

Modification of the diffusivity coefficient yields 

dk^=i^kV
H^ (4.2.3) 

where f- is the correlation factor such that the fraction 

(1-f;) represents nonrandom atom-defect (kj) exchanges. 
a 
The partial diffusion coefficients are determined by the 

r e l a t i o n s 

^ H x ^ a"A H = A H X k (4-2,4) 

where X^ = Hc« (Jl = j,k) is the atomic fraction of defects or 

atoms, SL is the atomic (metal or alloy) volume, and c^ is 

the concentration of defects or atoms. Initially, at time 

t=0, when the alloy assumes the conditions of thermal 

equilibrium (before the onset of irradiation), the single 

defect concentration j may be written in the form 
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X ^ £*p(-H7kT)exp(^/k) (4.2.5) 

where H; and S- are the defect formation energy and entropy, 

respectively. The total diffusion coefficients for atom and 

defect species are simply expressed as 

D, = Z. Dk 

} K > 

k > 

4.2.6a 

4.2.6b 

4.3 Kinetic Equations 

The net flux density of atoms or defects projected 

across a 1-D marker plane in the absence of sources or sinks 

is defined by Fick's first law 

"T=-DV C (4.3.1 

Due to conservation of matter, the concentration time 
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dependence must equal the negative divergence of the flux 

such that 

— = - V T 
H ° (4.3.2) 

where substitution of Fick' s first law into Equation 4.3.2 

yields FicK's second law. In the presence of a uniformily 

distributed sink concentration (dislocations) and as a 

consequence of irradiation, the* (binary alloy) local atom and 

defect rate equations are 

frs-VTlvK.-R-L, 

Vr=-VTV + K.-R-Lv 

where atom and deflect fluxes are derived and defined in 

Appendix C. The recombination, R, and sink, L:*;.iV, terms are 

later defined, respectively, in Sections 4.9 and 4.12. The 

local self-deposition and dpa production rates, P and K0 , 

respectively, are defined and quantified as a result of TRIM 

(4.3.3a) 

(4.3.3b) 

(4.3.3c) 
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calculations. In general, the self-deposition rate of each 

alloy component is defined as 

fjj = K l - R N k ) T k (4.3.4) 

where §> is the incident (eroding) particle flux, RN, is the 

reflection coefficient of species k from the alloy, and 1^ is 

the deposition depth profile of species k in the alloy. 

Furthermore, the self-deposition rate profile for a binary 

alloy is detailed as follows: 

(1) P=0, if the projectile is neither component A or B 

(2) P = P , if the projectile species is atom A 
n 

(3) P=-PB , if the projectile species is atom B 

(4) P=Pft-P8 i ^ a mixed (A,B) incident particle flux 

i s present. 

4.4 Vacancies 

Under thermal equilibrium conditions, the experimental 

techniques of differential dilatometry [161,162], quenching 

[158], and positron annihilation [162-165] have shown that 

vacancies are the predominant crystal defect in metals as 

well as in many hep and bec metals. Thus, vacancies must be 

the dominant mechanism for thermally activated diffusion in 
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pure metals. As a result, the activation energy of 

self-diffusion, QSD, can be expressed as 

WSD ^ Z_ I T J Q ^ V (4.4.1) 

where c is the concentration of the mth vacancy type 

(monovacancy, divacancy, etc.), c v is the total vacancy 

concentration, and Q m v is the activation energy of the mth 

vacancy type. With the exception of "high" temperatures 

(those approaching the metal melting point), the 

self-diffusion coefficient, D, may be approximated by the 

monovacancy mechanism [158,162] yielding a single Arrhenius 

relation 

D = Doe.x? (-QW/VT) (4.4.2) 

where Q ~QC„ and c ^c . Evidence of the Arrhenius 

behaviour is graphically displayed for tracer self-diffusion 

data in copper (Figure 4.2).[158] The curvature exhibited in 

the Arrhenius plot normally is interpreted as that attributed 

to a second diffusion mechanism,, namely di vacancies.[ 158, 161 ] 

However, such deductions neglect any temperature dependences 

associated with the monovacancy formation energy and entropy. 

The inclusion of these dependences may explain the curvature 

of the Arrhenius plots in most metals.[166] 
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Several universal empirical relationships have been 

proposed as a means of determining the monovacancy activation 

energy, Q w , and its components: 

Qw " Hv + H" (4.4.3) 

where H and H m are formation and migration energies, 

respectively. An analysis of fee metal (experimental) 

activation and formation energies concludes that [167] 

H v/Q v = .55 + .03 (4.4.4) 

if the vacancy formation entropy is equal to 1.5k (the 

validity of this assumption will be discussed in the 

following section). From positron annihilation experiments, 

a linear fit of the vacancy formation energy yields [168] 

H y = . 0 0 1 2 1 ^ + . 0 0 5 1 (4.4.5) 

where T\ is the threshold temperature of observable positron 

trapping. In bec, fee, and hep metals dominated by vacancy 

diffusion, the proportionality [169] 
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Ov " E*/£L 4.4.6 

(where E s is the sublimation energy and JL is the atomic 

volume) is in excellent agreement with experiment. 

Correlations of vacancies with the fusion (melting) of metals 

yield definite linear behaviours [170] 

H* --vrkt 4.4.7a 

H* = V T 
n v K T »F (4.4.7b) 

where k p and K T are empirical constants of the crystal 

lattice, AF is the heat of fusion, and Tp is the temperature 

of fusion. Other relationships for determining H as a 

function of the Debye temperature [171] and of the cohesive 

binding energy [172], also, demonstrate equally good 

experimental compatibility. However, whether the choice of 

monovacancy energy values is made empirically or directly 

from experimental data, deviations of ±(.05-.10 eV) remain. 
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4.5 Vacancy Formation Entropy 

The structure of a monovacancy consists of a missing 

atom on a lattice position with the nearest neighbors 

relaxing towards the vacant site and the second 

nearest-neighbors moving away from the vacancy. Relaxation 

reduces the nearest-neighbor vibrational frequencies relative 

to the undisturbed lattice, resulting in a positive entropy 

effect of the form [158,173] 

p 

A S v = k Z ln(v./y.') (4.5.D 
y. 

where V; and V- are the original and final lattice 

frequencies of the ith atom. Electronic contributions to the 

entropy are negligible *-0(.05k).[174] For close-packed atom 

configurations (as in fee), the entropy of relaxation is less 

than that of configurations having a greater free volume (as 

in bcc).[175] It has been found (theoretically) that the 

vacancy relaxation is related to the high-temperature thermal 

expansion coefficient and compressibility of metals 

(experimental observables).[175] The vacancy formation 

entropy is shown to be a monotonic function of the vacancy 

relaxation and approximates a linear empirical relationship 

within +2% for all metals of a given lattice type such that 

[175] 
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AS* M V I f c U f c ^ (4.5.2) 

where K is the metal compressibility, o< is the thermal 

expansion coefficient, V m is the molar volume, and the 

constants q^ and q, are lattice structure dependent. Vacancy 

formation entropies predicted by equation 4.5.2 are 1.8-2.Ok 

for most fee metals (AS*=1.89k for Cu) and 2.2-2.6k for bee 

metals. Other theoretical approximations to S^ in Cu have 

yielded entropy values of 1.47k [173], 2.08k [174], and 

1.67k.[176] Experimentally, the vacancy formation entropies 

are not well known [174,175] since they are inferred from the 

monovacancy concentration at thermal equilibrium, equation 

4.2.1. If the experimental error of the measurable quantity 
c 

AH^ is +.1 eV, then the resultant entropy deviation is ±.7k. 

In a self-consistent model analysis [177] of 

experimental data for fee and bee metals, alkali-halides, and 

rare gas solids, the entropy per vacancy is treated as a 

temperature dependent quantity (due to anharmonic effects). 

Entropy values of 1.5k and 1.7k have been found for Cu and 

Ag, respectively. Furthermore, the temperature dependent 

entropy has been found to coincide with the nonlineanty 

(curvature) of Arrhenius plots observed for metals, thus 

explaining vacancy formation by one mechanism, specifically, 

via monovacancies.[177] Hence, the additional divacancy and 
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trivacancy mechanisms commonly used to explain the Arrhenius 

slope behaviour are ignorable when the proper analysis of 

vacancy formation energy and entropy is performed. 

4.6 Vacancy-Solute Interactions 

Substitutional solute atom diffusivites can be enhanced 

when a vacancy moves into an adjacent neighboring lattice 

site. If the binding energy of the vacancy-solute complex is 

positive, migration of the solute is enhanced.[178,179] For 

dilute alloys, X ^(10 ), the thermal equilibrium 
n 

concentration of vacancy-solute pairs, X » is given by 

[178,179] 

Xvft = ^xAexp^(&J-BV AVirr^ (4.6.D 

where Z is the coordination number and Bvft the vacancy-solute 

binding energy. The fraction of free vacancies which are not 

nearest-neighbor sites of the solute atoms is [178,179] 

X v = (l-2Xfl)ex?(-GrJ/kTj (4 6 2) 

Thus, the total equilibrium vacancy concentration is 
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Xv "-^^^-"F^WkT^expt&J/k-r) ,4.6.3) 

where if B^-^0, then Xv, —*XW (no vacancy-solute complexes). 

v n V v 

Experimentally, a range of binding energies where 

.02+.02 £Bvft«.27±.10 eV (dependent upon the specific 

solute-solvent alloy system) [178] have been determined for 

vacancy-solute pairs if an attractive interaction exists. If 

a repulsive interaction between a vacancy and a solute atom 

occurs, then no measurable value of Bvft is found [178], and 

vacancy-so lute complexes are not formed. 

Several theoretical and empirical relations have been 

proposed to quantitatively calculate B vft values.[178] The 

simplest model suggested is the proportionality of the 

vacancy-solute binding energy to the heat of solution 

[178,180] 

B v f t ^ ^8 ^ H m (4.6.4) 

where proposed values of a B are 1/9 or 1/12, both of which 

provide relatively equal agreement with experiment. 

Typically, the relationship between equation 4.6.4 and 

experiment has an associated deviation of +40% which is 

within the experimental error in most instances. For the 
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Cu-Li alloy system under study, the heat of solution is 

negative; hence, vacancy-solute complexes are not formed. 

4.7 Intersti tials 

The self-interstitial concentration, X^, as a 

consequence of thermodynamic disorder is expressed as 

Xi= £*p(-^A-r)ex?(Sx70 (4.7.D 

t -f 
where H. and S. are the interstitial formation energy and 

entropy, respectively. Interstitial diffusion, necessarily, 

is defined in terms of the most probable (stable) geometrical 

configuration as opposed to the isotropy of monovacancy 

diffusion. Numerous theoretical calculations and 

experimental results indicate that the 100-dumbbell in fee 

metals and the 110-dumbbell in bee metals (Figure 4.3 a,b) 

are the most probable (i.e., have the lowest formation energy 

and highest stabi1ity).[181 - 183] All other configurations 

require an additional interstitial formation energy of 

AH7~-(.1-.4) eV.[181] Typical values of H: in fee metals are 

in the range of 3-4 eV.[181] A theoretical determination of 

the formation entropy in copper yields the result Si=.8kl 

which also should be applicable to most other fee 

metals.[173] 
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(a) IQQ-dumbbell in f c c - l a t t l c a (bj IlQ-dumbbeQJL in bcc-lat-t iae 

Figure ^.3 Most Probable Interstitial Dumbbell 
Configuration for fee and bee Metals 
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The jump frequency of interstitials, V., is given by 

V^expC-Hl/vT^x^Sr/k) (4.7.2) 

where "U is the attempt frequency and H.m and S.1* are the 

interstitial migration (activation) energy and entropy, 

respectively. Due to the strong relaxation associated with 

interstitials, large rearrangements in the center of the 

dumbbell require little energy.[181] Thus, the energy 

contours as a function of interstitial position (in reference 

to energy hypersurfaces shown in Figure 4.1) are relatively 

flat resulting in small migration energies on the order of .1 

eV.[181,182 ] Electron-irradiated pure copper indicates a 

value of H%.12±.005 eV.[184] 

The elementary jumps having the lowest energy of 

migration for the fee 100-dumbbel1 and the bee 110-dumbbell 

are shown in Figure 4.4 a,b. Interstitial migration in fee 

metals occurs via orthogonal jumps into nearest-neighbor 

positions on the (100) planes common to the dumbbell axis. 

Thus, the interstitial can jump to any one of 8 positions as 

it cannot jump in the four directions perpendicular to the 

dumbbell axis. Computer simulations show that all other 

configurational changes require an appreciably higher energy: 

o 

a simple rotation of the 100-dumbbell by 90 about its center 

needs three to four times the energy of the reorientating 

orthogonal jump.[181] 
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(a; 1Q0 jump (h) 110 jump 

Figure 4.4 Elementary Dumbbell Jumps Requiring 
the Lowest Migration Energy for fee 
and bcc Metals 
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Kinetic analysis of Cu, Al, and Pt diffusion experiments 

infers migration entropies of S. /k=1+2 if the attempt 

frequency is equated to the resonant (vibrational) frequency 

of the dumbbelIs.[182] Experimental uncertainties prevent a 

more accurate determination of S. . 
A. 

The introduction of solute atoms (alloys) in copper has 

been shown experimentally not to alter the "identity" of the 

self-interstitial of the solvent.[185,186] Interstitials 

trapped (interstitial-solute complexes to be discussed in the 

following section) at the solutes Ag, Au, Be, Pd, and Sb are 

found to behave the same as the free interstitials in the 

pure copper solvent. Hence, the interstitial configurational 

behaviour .of the pure solvent will be considered applicable 

to Cu-Li alloys. 

4.8 Interstitial-Solute Complexes 

Attractive interaction of solvent self-interstitials and 

solute atoms can lead to the formation of interstitial-solute 

complexes. Solute diffusion in copper via the complex (mixed 

dumbbell) mechanism has been observed experimentally as 

"orders" of magnitude greater than thermal diffusion alone in 

the temperature range 300-700K.[187] As has been shown both 

theoretically [181] and experimentally [188,189], the 

coupling of the solute and the solvent self-interstitial is a 



181 

function of the relative volume misfit and the solute capture 

radius, r . In copper and aluminum alloys, strongly 

undersized solutes provide deep traps for interstitials, 

while oversized solutes furnish several shallow traps (if 

any).[181,187-189] Small (±) misfits result in weak or no 

complexes.[187-189] For dilute copper alloys, experimental 

data show a definite correlation between the solute capture 

radius and the relative volume dilatation, AV, which is 

depicted in Figure 4.5.[188] The volume dilatation due to the 

substitutional solute is expressed as 

AV = (xXduJ (4.8.1) 

where a is the lattice parameter. Thus, for copper alloys, 

knowledge of AV- should be sufficient to determine the 

importance of mixed dumbbell formation. For example, a Cu-Ni 

alloy yields a small negative misfit where AV <10%; hence, 

little (if any) trapping is predicted in accord with 

experimental observation.[187] 

Where there exists a solute-interstitial attraction 

(binding energy), the atomic fractions of the solute-and 

solvent-interstitials indicating the preference of 

A-interstitial complex rather than B-interstitial complex 

formation can be represented by [190] 
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XA=X^XAexp(Hw
ftl/kT)Vx 4.8.2 

^8--^X6/x 4.8.3 

Here 3C = Xftexp( HAJL/kT)+X , and HftiL is the energy gained by 

converting a B-interstitial into an A-interstitial. 

Of further importance is the experimental observation 
p̂  

that the solute capture radius, r , decreases rapidly with 
f\ 

increasing temperature, T, and for many solutes, r varies as 
_2 
T , below the temperature of complex decomposition.[188] 

Thus, depending on the alloy solute, interstitial-solute 

complexes may exist for fusion-wall operating temperatures. 

Indeed, the solutes Ag, Ge, Mg, Ti, and Zn in Al and Au, Ge, 

Ni, Pd, Sb, and Zn in Cu lose their trapping properties above 

125 K.[181,189] However, beryllium mixed dumbbells are stable 

in copper to temperatures 'WOO K . [ 187 ] 

4.9 Recombination of Interstitials and Vacancies 

The loss of radiation-induced interstitials and 

vacancies by spontaneous recombination is given by the rate 

equation 
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R= xT = ^ v - ^ U + v v ) x , x v ,4.9.1) 
where Z- is the recombination cross-section. Equivalency of 

the interstitial and vacancy recombination rates assumes that 

defect clusters produced in collision cascades must either 

decompose thermally or annihilate by an opposite type of 

defect. Because the vacancy/interstitial interaction energy 

at long ranges beyond the nearest neighbor distance is small, 

recombination is considered to be a "nearest-neighbor" 

phenomenon.[191] 

The value of Z-v prescribed by the JL model corresponds 

to counting the orthogonal jumps made by the 100-dumbbell 

interstitial within a third nearest-neighbor site distance; 

i.e., Z«vV =30 for fee metals.[ 149, 192] Such an approach counts 

jumps made into new sites as well as those covered in 

previous jumps. Monte Carlo atomistic simulations have shown 

substantially smaller values of Z-v for small concentrations 

(<10* ) of the relatively immobile defect.[ 193, 194] In 

actuality, Z-v should represent the number of new sites 

covered per jump by the migrating defect, not sites 

previously visited. In the atomistic approach, if one of the 

two defects is immobile, fee Z w values of 4.3 [194] and 

5.3 [193] are obtained for third and fourth 

nearest-neighbor recombination distances as the immobile 
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defect concentration asymptotically approaches zero. 

..2. 

Increasing the immobile defect concentration, >0(10 ), 

results in increased values of Z-.[193,195] 

In the continuum approach, one of the two defects is 

treated as a permanent fixed sink surrounded by a diffusion 

profile formed by the mobile defect flow to the sink. For 

fee metals where fourth nearest-neighbor spontaneous 

recombination is possible, Z-v =5.21 in the limit of low sink 

concentrations.[193] Thus, the continuum model approach 

agrees with the atomistic approach when one defect is 

immobile relative to the other. The concentration dependent 

continuum model best approximating the atomistic simulations 

is given by the mean field approximation (MF A)- of Brailsford 

[195] 

2 W-Z' v (U-faNT^vXs) (4.9.2) 

o 
where Z- is the limit of low sink concentrations, Xc is the 

i v a 

sink concentration, and fa is a lattice structure constant 

(fa=4.31 for fee metals). 

Further, it has been found that regardless of which 

defect is immobile (^^^v and VJ.<<VV) or whether both are 

equally mobile (V. ~ V y ) , Z-IV varies by less than four percent 

for low defect concentrations.[193] For the fusion wall 

conditions of the Cu-Li alloy under investigation, defect 
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concentrations are such that the use of the MFA continuum 

model is justified in determining the recombination 

cross-section. 

4.10 Surface Segregation 

Surface segregation (or adsorption) is the 

redistribution of the alloy species near a two-dimensional 

discontinuity in a bulk condensed-phase system such as a 

metal-vacuum surface boundary or a grain boundary.[196] The 

first treatment of this phenomenon for a binary solution is 

given by the Gibbs adsorption isotherm 

I A ~ - ̂ V^A (4.10.1) 

where ] A is the solute excess at the surface, 0 is the 

surface tension, and /t^ is the solute chemical potential. 

For a dilute binary solution, it can be shown that the 

surface will be enriched with the solute that lowers surface 

tension and will be depleted with the solute that raises 

surface tension.[196] Because the surface tension as a 

function of chemical potential for solid solutions is not 

well known, an approximation for solute segregation is 

necessary: 
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1 A =^1 -xP^Fs/kT) 
A D X } (4.10.2) 

where the superscripts s and b refer to the surface and bulk 

atomic concentrations, respectively, and AFS is the free 

energy of solute segregation.[196-199] The free energy is the 

driving force of segregation and is equal to the exchange 

energy of a solute atom in the bulk with that of a solvent 

atom in the surface. Minimization of the surface free energy 

will result in the surface enrichment of the atom species 

having the lowest bond energy and the largest surface 

area.[196, 197] The free energy of segregation is expressed 

in terms of a negative Gibbs free energy as 

AFS = - & H S + T A S S (4.io.3) 

the sum of the heat of segregation, AHS, and the entropy of 

segregation, ASS, which acts to lower the molar concentration 

of the segregant in the surface layer. The heat of 

segregation is comprised of three major contributions 

[196,197,199]: the relative difference between the solvent 

and solute surface free energies (surface tensions), the heat 

of mixing (regular solution), and the strain energy 

associated with the strain field about a solute atom due to 



188 

size differences in the solute/solvent atom radii (if any). 

The entropy of segregation is brought about from the 

temperature dependences of the surface energies and strain 

energies and the excess entropy of mixing. 

Miedema's surface segregation model has been selected as 

the method of choice because of its success in predicting 

experimental results and its ease in application (Knowledge 

of the lattice structure is unnecessary). Briefly, the model 

prescription is as follows [197]: 

* V - ^ \ C < K ' H < ) - . s m ^ u,o.,, 

where f, is the fraction of near-neighbor bonds broKen for a 

surface atom representing the average crystal surface, g is a 

(units) conversion constant, %' andUB' are the surface free 

V3 
energies of components A and B at zero Kelvin, Vft is the 

A 

molar surface area of the. solute metal, and AH,^ is the 

partial molar heat of solution of metal A in metal B. The 

constant f̂  is the relaxation coefficient of the electron 

density distribution in the surface layer that reflects the 

surface area reduction of surface layer atoms in contact with 

the vacuum. The size mismatch energy term (KVM& ) which is 

comprised of the average product of the bulK modulus, K, and 

molar volume, Vm, and an atomic radii difference term, £ . 

The entropy term is comprised solely of the surface free 

energy temperature dependence 
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A S s = . 8 k ( i - { v A / V a y / 3 ) , (4.10.5) 

where it has been assumed that the excess entropies of 

alloying can be neglected for dilute alloys.[197] 

The kinetic formulation of the segregant atoms is 

accomplished through the coupling of the layer to layer 

solute fluxes. Assuming no concentration gradients within 

the alloy at time, t = 0, the free energy of the alloy as a 

function of atomic layer depth is depicted in Figure 4.6. 

Solute fluxes, j u u+i •
 a r e prescribed by [198] 

\* = KW^^?\-^-^s)Ik-T}/^ (4.10.6a) 

0_ r" 

yx - X3
fl w3zVj ex P ̂ - AG, / k T y X2 

(4 .10.6b) 

(4 .10 .6c ) 

4.10.6d 
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Figure ^.6 Segregant Atom Free Energy Dependence upon 
Surface Depth for a Homogeneous Alloy 
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where ^VUat\is the jump probability factor of the solute 

atoms, V a the solute atom oscillation frequency in layer u, 

A the atomic jump distance, and AG D the free energy of bulk 

diffusion. The time dependence of the first two atomic layer 

concentrations, taking into account only diffusion and 

segregation, is given by 

\ 

41A - \x\~ A\z\ ^ (4. 10.7a 

d-Aft _ 

^ = (>+KKH^ (4.10.7b) 

The solute fluxes, as presented for an ideal homogeneous 

solution at time t=0, can be easily modified for an arbitrary 

initial concentration profile by redefining G 0 to reflect a 

concentration dependence (if any) or by adding other 

applicable terms (e.g., radiation-induced segregation). 

4.11 Preferential Sputtering 

Sputtering (erosion) of the alloy surface region caused 

by energetic ion bombardment results in a loss of component 

(A and B) atoms. Unless the alloy elements have relatively 

equal masses, atomic numbers, and sublimation energies, 
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preferential sputtering occurs, i.e. unequal erosion loss 

rates due to different sputtering coefficients. According to 

the JL model, the sputtered surface recession rate can be 

calculated by [151] 

as _ = 4>n(/x%v6xs) 
cU \ '^ " V (4.11.1) 

where o is the thickness of the surface layer removed by 

sputtering, §> is the incident ion flux, XL is the average 

A B 
atomic volume, and Y and Y are the sputtering coefficients 

of the A and B coefficients, respectively. Equation 4.11.1 

is based upon the inherent assumptions that the components 

are of relatively equal size, that the sputtering 

coefficients are those of the pure elements and not dependent 

on the alloy composition, and that the sputtering is 

exclusively a surface layer phenomenon. Relaxing the equal 

size condition, the erosion rate takes the form 

^ = Hv"xs,v, + Y»xs
8v.) 

where V̂  and Vg are the component (atomic) alloy volumes. 

TRIM results of 1 keV Ar+ on targets of pure copper, of 

a monolayer of lithium adsorbed on copper, and of a 

homogeneous Cu-2.6%Li solid solution (Figure 4.7 a,b,c) show 

that sputtering is a multilayer phenomenon. The fractional 
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sputtering coefficient, FS, denotes the probability that a 

sputtered species atom originates from layer u. While the 

fractional sputtering coefficient as a function of the atomic 

layer of origin for pure copper approximates single layer 

sputtering, clearly for the adsorbed lithium and for the 

alloy cases, FS is layer dependent. Likewise, the sputtering 

coefficients are composition dependent such that the modified 

erosion rate is 

41 = T ^* 
du- i r A* (4.11.3) 

where u is the layer index and 

d.8 T f = K F V ^ v A * F s 8 j y v B ) (4.11.4, 

The sputtering coefficients are determined from TRIM 

calculations as a function of the u=1,2 atomic layers; i.e., 

YA=YA(X^,X^) and YB=YB(X^,x£). 

4.12 Sinks 

The annealing process of defects randomly diffusing to 

inexhaustible fixed sinks varies according to the time 

dependent relation [200] 
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H= ft~P'i :y-^ (4.12.1) 

where fS is a rate constant independent of c- and is 

proportional to the defect diffusion coefficient, D; . Thus, 
o 

/3 = <* D; (4.12.2) 

such that the proportionality factor, c< , is defined as a 

geometrical/boundary condition dependent constant. If the 

crystal contains no sinks other than the external surface, 

then the coefficient <X is expressed as [200] 

oi = TTZ H (SLn) 
h 

-Z 

(4.12.3 

where SLh is the nth dimension scale length. The scale 

length(s) in a finite system is(are) defined in terms of the 

smallest dimension(s). For a semi-infinite solid, where 

SLn-* °o (for all n) and <x—»0, the surface defect 

concentrations become time independent (boundary conditions) 

s 
inn «±l - O (4.12.4 l'im ^Si\ -

where the alloy surface is a perfect sink for defects 
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The value of c< for internally distributed sinks 

(dislocations, jogs, microvoids, etc.) is determined by 

either assuming spherical or cylindrical sink geometry. By 

assuming a random distribution of spherical sinks [195,200], 

* = Hirr.Cjo (4 1 2 5 

where r̂  is the sink radius and c^ is the sink concentration. o f> 

The above prescription is analogous to the MFA model 

previously described for interstitial-vacancy recombination 

at low "sink" concentrations.[195] 

If instead the sinks are thought of as a random 

distribution of edge dislocations, cylindrical geometry is 

necessary. Letting P equal the sink areal density and r0 

equal the sink radius about the* dislocation line, then o^ is 

approximated as [200] 

<*= ^ / ln{ ( i rp r 0 7 V l ] 4.12.6 

If it is assumed that r0 is equivalent to two atomic 

diameters, equation 4.12.6 simplifies to 

<* - p (4.12.7) 

over a wide range of p magnitudes.[200] Because dislocations 
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tend to be the predominant sink for defects in the bulk 

material, the annealing process of sinks equates to 

hk\ - f> Uj Cfr (4.12.8 

However, a necessary correction must take into account the 

thermal equilibrium defect concentration which is present 

simultaneously along with the sink density, p . Such a 

modification results in [201] 

4 = ~ / ° v c r - c ^ (4-i2-9) 
^ i where c.^ is the thermal equilibrium defect concentration. 
o 

4.13 Summarization of Surface Kinetics Development 

An overview providing insight into and clarification of 

the relevant atom-defect mechanisms for the near-surface 

region of irradiated alloys within the Johnson-Lam formalism 

has been presented in conjunction with an "importance" 

analysis of the atom-defect mechanisms upon the Cu-Li alloy 

system under current investigation. Furthermore, 

generalizations, extensions, substitutions of several defect 

phenomena have been prescribed and incorporated within a 

modified JL formalism. 
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Specifically, contributions to the JL kinetic alloy 

prescription include the following concepts. 

(1) An alternative and more accurate model for the 

recombination of interstials and vacancies based upon 

atomistic and continuum calculations has been substituted 

into the JL mechanics. Recombination is approximated by the 

mean field approximation concept and is a function of the 

defect ("sink") concentration and lattice configuration. 

(2) An inclusion of a surface segregation energy model 

is provided based upon the empirical prescription of Mi edema. 

The Meidema model has been substantiated experimentally for a 

large number of binary alloys. 

(3) Preferential sputtering has been generalized to be 

functionally dependent upon the sputtered layer of origin and 

the surface concentration of the alloying elements. TRIM 

calculations have shown that for alloy systems with a large 

mass disparity, sputtering becomes nonlinear; i.e., 

sputtering of an alloy cannot be approximated as the 

concentration weighted average of the elemental sputtering 

yields. 

(4) Self-deposition source terms have been incorporated 

into the kinetic (solute) equations. One means of proviaing 

the self-deposition profile may be accomplished by TRIM 

calculat ions. 

(5) BCC generalizations to atom-defect diffusivity and 

vacancy-interstitial recombination have been incorporated 
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within the JL formalism; however, these generalizations alone 

are insufficient to allow the proper modeling of bcc alloy 

systems. 

The relative importance of the major atom-defect 

mechanisms for the Cu-Li alloy is summarized. 

(1) For a copper solvent based upon entropy arguments, 

vacancy diffusion is representative of monovacancies. 

(Divacancy and trivacancy mechanisms are ignorable.) 

(2) No vacancy-solute complexes will be formed in the 

Cu-Li alloy. 

(3) The interstitial configuration of solute lithium in 

a copper solvent will be identical to the copper 

self-interstitial configuration. 

(4) Interstitial-solute complexes are unlikely in the 

Cu-Li alloy. 

Thus, atom-defect migration in Cu-Li is constituted in 

terms of simple vacancy and interstitial migration, Gibbsian 

segregation, sinks (if any), and athermal mechanisms 

(sputtering, damage, and self-deposition). 

4.14 Preliminary Application of the Kinetics Model 

Inherent within the JL kinetic formalism is the premise 

that preferential sputtering determines the surface 

concentrations of the alloy constituents at steady state. In 
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other words, compositional changes in an alloy will reflect 

the preferential loss of the component with the higher 

sputtering yield or, correspondingly, the component with the 

weaker chemical bonds and/or with the smaller mass.[202-205] 

Upon the equilibration of the compositional depth profile for 

an alloy under particle bombardment, the alloy component 

ratios within the sputtered flux approximate those of the 

bulk alloy. Coupling this fact to the knowledge that 

sputtering is a near-surface phenomenon provides the means of 

describing the total sputter probabilities in terms of the 

surface and bulk concentrations of the alloy constituents. 

The ratio of the total sputter probabilities for a binary 

alloy is given by [202,204] 

J - <!*> - C,A (4.13.1) 

where the sputter probabilities and the surface 

concentrations have been averaged over the depth of origin of 

the sputtered atoms. Futhermore, the averaged surface 

concentrations represent those of steady state as determined 

by preferential sputtering. 

The thickness of the surface layer has been shown 

theoretically [206], experimentally [147], and via current 

TRIM calculations to be a first and second layer atom effect. 

In fact for transition metals, TRIM calculations indicate 
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that 85-95% of all sputtered atoms originate from the first 

atomic layer for heavy-ion sputtering, in agreement with 

experiment.[147] For light-ion sputtering calculations, TRIM 

results show that 90-98% of all sputtering originates from 

the first atomic layer. Hence, as a first approximation, the 

surface layer over which sputtering and surface 

concentrations are defined can be equated to the first atomic 

layer (except as noted in Section 4.11). 

Rather than conceptually defining the surface layer in 

terms of the sputtering layer of origin, Ho et al. [204,205] 

defines the surface layer as an "altered" layer. The altered 

layer is that depth where the composition is significantly 

altered by sputtering and is comparable to the escape 

distance of low energy Auger electrons. Typically, low 

energy Auger escape distances for most metals are on the 

order of 3 to 4 Angstroms, i.e., the equivalent of one to two 

atomic layers. 

If the JL model (on a preliminary basis) is applied 

correctly to the Cu-Li alloy under investigation, then 

regardless of the initial conditions and the ensuing 

transients, the equilibrium concentrations must reflect those 

of preferential sputtering. Indeed, as shown in Figure 4.8, 

a common equilibrium convergence (as determined by 

preferential sputtering) has been obtained for two different 

sets of initial conditions: a homogeneous Cu-2.6%Li solution 

and a Cu-2.6%Li solution with a 99.98% Li overlayer as 
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predicted by the Miedema segregation model at 140 °C. A 

common convergence of the entire Li composition profile as a 

function-of depth has been obtained (but not shown) for both 

sets of initial conditions. The transient first-layer 

concentration of lithium depicted in Figure 4.8 is based upon 

the assumption that sputtering is an elemental yield and a 

first atomic layer of origin phenomenon. When Equation 

4.13.1 is applied enforcing the condition that the surface 

layer is equal to one atomic layer, the predicted lithium 

surface concentration, applying the JL model to the Cu-2.6%Li 

system, is x'=13.5+.2%. 

Sputtering and fractional sputtering (layer of origin) 

coefficients calculated using TRIM have shown .to be dependent 

upon the alloy species as well as the alloy species 

concentration. When there exists a significant mass 

disparity between the binary alloy components (e.g., Cu-Li or 

W-Be), preferential sputtering concentrations at steady state 

cannot be predicted by employing elemental sputtering yields. 

Indeed, Ho et al. [207] have observed the mass disparity 

effect on the preferential sputtering concentrations as 

predicted by Equation 4.13.1 when using elemental yields for 

the alloys of Al-Pd and Si-Pd. Experimentally, the alloy 

sputtering ratios of Y ^ / Y p ^ . 5 and YS]L/Yp^ = .25 are observed 

in comparison to the elemental sputtering ratios of 

Yftd/YPd=3-° a n d YSt/YPcL=3.9. [207] Lighter components 

introduce a "mass effect" sputtering phenomenon whereby the 
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lighter component aquires a larger fraction of the energy 

dissipated by the slowing down process of the incident 

(target) flux. 

For substitutional lithium at 2.6 atomic percent in 

copper, the effective component (Li) sputtering yield 

increases four-fold (a result to be presented in Chapter 5). 

Employing the effective sputtering coefficient of lithium in 

Cu-2.6%Li and the elemental yield for copper plus assuming 

single layer sputtering for the same irradiation conditions 

(as in Figure 4.8), the predicted lithium surface 

concentration is 3.65%. Thus, the "mass effect" of Li 

sputtering for Cu-Li alloys is quite significant; however, to 

accurately predict the surface layer (Li) concentration, the 

yields must incorporate kinetic (transient) concentration 

effects as well as the extension to bi-layer sputtering. As 

shown previously, more than 90% of sputtered copper atoms 

originate from the first atomic layer, while for elemental 

lithium (not shown) only 50% of the sputtered atoms originate 

from the first atomic layer. Application of a dynamic Li 

sputtering yield in the JL model produces a surface lithium 

concentration of 4.0±.1 %. 

As a further validation that the JL model is being 

applied correctly, the total fluence (dose) necessary to 

achieve steady state for a given set of temperature and 

damage profile conditions must be independent of the ion flux 

magnitude.[151] Shown in Figure 4.9 is the Li surface 
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concentration as a function of elapsed time for varying (3 

keV Ar+) flux magnitudes. The same steady state is obtained 

for all fluxes, except that the time required to attain 

steady state conditions decreases with increasing ion flux. 

Experimental ion-flux data of the transient Li 

concentration [208] verify the general calulated trends 

observed in Figure 4.9. A higher flux magnitude initially 

depletes the first layer Li concentration more rapidly than a 

lower flux magnitude [208], and at a later time a "crossover" 

is observed where the higher flux magnitude exhibits a 

greater first layer Li concentration than the lower flux 

magnitude. After a sufficiently long period of time, the 

first layer Li concentration equilibrates asymptotically to 

the same limit regardless of the flux conditions.[209] 

In the application of any kinetics formalism to a 

specified target geometry, the dimensions must be chosen 

sufficiently large to extend beyond the maximum thickness of 

the compositionally altered layer.[202] Shown in Figure 4.10 

is the comparitive effect of choosing two different 1-D 

target thicknesses, r« , on the steady state compositional 

profile. If r- is too small, the solute source (Li) is 

insufficient at the boundary x=r\ to sustain the solute 

diffusion to the surface. Moreover, if the target thickness 

were substantially smaller, no subsurface Li enrichment would 

be observed; rather, a severe depletion of lithium would 

result. 
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The target thickness is not a fixed quantity since r is 

dependent upon the target temperature and the transient 

diffusion processes. From thermal diffusion considerations 

alone, the average depth of diffusion is given by 

X = (2M) 4 (4.13.2) 

Here, D is the diffusion coefficient of the form 

D«exp(-AGD/kT), and t is the time required for the diffusing 

component to penetrate x. For a surface undergoing 

significant sputter erosion, the altered layer thickness can 

be expressed as [202] 

^ " D/V (4.13.3) 

where v is the recession velocity of the alloy surface. 

These relationships (thermal and erosion) provide a means for 

determining r. as a function of temperature. However, it has 

been observed that the transient altered layer during -the 

time between t=0 and steady state may be much larger than the 

steady state altered layer. Thus, the choice of D must be 

made by coupling simple temperature arguments to an 

understanding of the transient thermal/radiation diffusion 

processes. 
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CHAPTER V 

Model Application to the Alloy Systems 

5.1 Introduction 

Model applications to the Cu-Li as well as the V-Al and 

the W-Be alloy systems are based upon the expected fusion 

reactor operating conditions of a plasma-edge density, 

n^0(10 m ), and a plasma-edge temperature, T-̂ 0(10 eV) . 

These conditions are representive of a plasma-edge Debye 

length that is smaller than the plasma-edge ion gyroradii. 

As a limiting condition, based upon the impact angle results 

from the sheath potential modeling (Chapter 2), light-ions 

are assumed to impact at 60 degrees and heavy-ions impact at 

an angle of 20 to 30 degrees. Because the sputtering yield 

for impact angles less than 45 degrees varies approximately 

as (cos©) where 1<m<5/3 [210], the sputtering yield for 

heavy-ions at 25 degrees will exceed that of normal incidence 

by roughly 20%, which is well within experimental error. 

Hence, heavy-ion sputtering can be assumed a result of normal 

incidence impact. 

The V-Al and the W-Be alloys have been investigated only 

in regard to erosion analysis since the JL model mechanics 

are insufficiently generalized to kinetically model bcc alloy 
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systems. Some preliminary (bcc) modifications have been made 

to the current JL model; however, it is beyond the scope of 

the current research to verify and to apply defect-atom 

kinetics to bcc alloy systems. 

5.2 Cu-Li Sputtering Behaviour 

For the Cu-Li alloy system at the 1imiter/divertor and a 

grazing magnetic angle, D, T, He, and Li impact at 60 degrees 

and Cu impacts at normal incidence. The copper sputtering 

yields, as a function of energy for these impact conditions 

(TRIM calculation), are displayed in Figure 5.1. Of 

significance is the energy at which copper self-sputtering 

exceeds unity. For the lithium over layer on copper, the 

"unity" self-sputtering energy is 1350 eV which greatly 

exceeds the "unity" self-sputtering energy of pure copper, 

350 eV (TRIM result). Such a reduction in the copper 

self-sputtering yield allows the comparison of copper to 

refractory metals such as W and Mo, that have "unity" 

self-sputtering energies approaching 1000 eV due to their 

greater masses and higher sublimation energies. Besides a 

reduction in the copper self-sputtering yield, a similar 

reduction in the light-ion yields is provided by the lithium 

over layer. At low energies /v-0( 1 00 eV ) , sputtering is reduced 

by an order of magnitude, while at higher impact energies 
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MDMOOO eV), sputtering is reduced by 2.5 (Figures 5.2 a,b). 

Experimentally, a copper sputtering reduction of 3.0 is 

observed for 3 keV Ar+ at normal incidence on the Cu-Li alloy 

system [208] in accordance with the calculated TRIM 

sputtering reduction factor of 2.5 for copper 

self-sputtering. If, copper were to impact at oblique 

angles, self-reflection would diminish the shielding action 

of the lithium over layer although an appreciable erosion 

reduction exists even at oblique angles. 

Another measure of sputtering is to look at the 

cumulative yield of all impact species of the alloy system as 

a function of energy. The cumulative yield is defined as the 

summation over all projectile sputtering yields for the 

identical impact energy. The inclusion of the copper 

sputtering due to lithium reduces the energy (to 650 eV) at 

which copper sputtering exceeds unity. Thus, a lithium 

over layer on copper system is less favorable than refractory 

metals based on a cumulative sputtering perspective. 

However, the cumulative sputtering yield is not a true 

measure of the erosion as a function of energy for the 

reasons: (1) a differential sheath potential acceleration as 

a function of the ion species charge (Z) in which the impact 

energy scales as Z,e<)> ; and (2) the neglect of the lithium 

secondary-ion fraction which if sufficiently large (and in 

the presence of a sheath potential and/or a grazing magnetic 

field angle) would prevent plasma-edge lithium recycling. 
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Shown in Figure 5.3 is the energy dependence of the lithium 

sputtering yield. For light-ion sputtering (D,T,He) alone, 

the erosion yield for energies in excess of 50 eV ranges from 

0.6 to 0.85, and the inclusion of Li and Cu sputtering 

indicates that a over layer of lithium on copper would be 

intolerable if lithium were to primarily sputter as neutral 

atoms. Indeed, in a previous self-consistent analysis in 

which the sputter erosion was coupled to the sheath potential 

[42], the lithium over layer on copper system was proven 

inferior to pure copper if the secondary-ion fraction was 

assumed negligible for all eroded species. However, 

experimental evidence of the Cu-Li alloy system indicates 

that a secondary-ion fraction approaching 95% is observed for 

a self-sustaining atomic over layer of 1ithium.[211] 

Furthermore, the Auger electron surface analysis of the Cu-Li 

alloy appears to be more representative of 1.5 to 2.0 

monolayers of epitaxial lithium coverage rather than one 

self-sustaining monolayer.[209,211] 

If the dilute Cu-Li alloy is protected by 1.5 atomic 

layers of lithium, the "unity" self-sputtering energy for 

copper extends to 3100 eV, far superior to any pure metal 

system. Futhermore, at high energies ^-0(1000 eV), the 

light-ion sputtering is reduced by a factor of four to five. 

In the presence of a sheath potential that roughly scales as 

3kTe and where the plasma-edge ion temperature approximates 

the electron plasma-edge temperture, the maximum plasma-edge 
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temperature of the solvent species which maintains a 

self-sputtering yield less than unity can be estimated by 

(l + 3 Z k )
 (5-2'1) 

where E s s is the "unity" self-sputtering energy. For the 

Cu-Li alloy, a 3100 eV copper self-sputtering energy would 

easily allow for plasma-edge temperatures in excess of 100 eV 

for Cu charge states less than Z = 5. 

5.3 Evaluation of the Lithium Activation Energy 

Migration and formation energies by which the lithium 

solute diffuses within the Cu-Li alloy remain unknown; 

however, from the overview of defect mechanisms presented in 

Chapter 4 and from other experimental defect data on pure 

copper and copper alloys, conclusions may be drawn as to 

which defect mechanism(s) is(are) dominant in determining the 

lithium (solute) flux. As previously cited, 

interstitial-solute and vacancy-solute complexes are unlikely 

to be formed (or important) in a Cu-Li alloy system. 

Furthermore, thermal equilibrium data for pure copper 

[212,213] and for the copper alloys of Cu-Zn [214], Cu-Ge 

[215], Cu-Al [212], and Cu-Ni [212] are suggestive of a 

monovacancy dominant defect mechanism for both solvent and 
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solute diffusion. Hence, for the current application of the 

JL model to Cu-Li, all defect types other than monovacancies 

will be treated as secondary effects (if at all). A thermal 

equilibrium activation energy of lithium diffusion via 

monovacancies in Cu-Li has never been measured although 

thermal equilibria diffusion studies of Li in a Cu-Al-Li 

alloy have been performed, yielding a lithium activation 

energy of 1.24 eV.[216] High temperature irradiation of Cu-Li 

alloys has produced a lithium activation energy equal to 1.16 

eV.[154] Such a value, though, cannot be equated to the Li 

thermal activation energy value, because it incorporates 

radiation transport mechanisms which may act to accelerate 

lithium (solute) diffusion. Hence, the thermal activation 

energy of lithium in Cu-Li probably is greater than 1.16 eV. 

To specify the lithium activation energy, a parametric 

study employing the JL model has been conducted to reproduce 

incipient compound formation that has been observed 

experimentally for Cu-Li alloy temperatures less than 

140°C.[211] Compound formation of CuMLi precipitants is 

initiated when the local lithium concentration exceeds 

**-18%.[217] Morever, it has been assumed that the lithium 

activation energy replicates the behaviour of fee metals such 

that H* /Q v =.55 (Equation 4.4.4). Shown in Figures 5.4 and 

5.5 are the parametric "fittings" of a monovancy lithium 

activation energy, Qv* , for single and bi -layer sputtering, 

respectively. Activation energies of Qv*" =1.55 eV for 
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elemental single-layer sputtering and Qv*" =1.31 eV for alloy 

bi-layer sputtering appear to best fit the experimental Cu-Li 

alloy data a.t 140°C where small precipitant quantities 

probably exist within the subsurface, indicative of a 20-25% 

Li concentration.[209,211] The difference between the 

activation energies for one-layer versus bi-layer sputtering 

is primarily due to the differential sputtering (erosion) 

rates. Increasing the solute sputtering yield necessarily 

requires a corresponding increase in the solute diffusion 

rate, hence, a lowering of the solute activation energy in 

order that the bulk solute concentration profile remains a 

relative constant. 

The general characteristics of the lithium 

(concentration) depth profile are qualitatively similar for 

both pure elemental one-layer and bi-layer sputtering. The 

first atomic layer concentration is determined by 

preferential sputtering. Suppression of the solute 

concentration within the second atomic layer is an artifact 

of Gibbsian segregation (Equation 4.10.2). Subsurface 

enrichment is a direct result of vacancies flowing out of a 

damage region coupled to an opposing flux of solute atoms 

into the damage region. Because the dpa damage profile (for 

the displayed conditions) is peaked near the surface, the 

lithium enrichment would be expected to be skewed toward the 

surface direction. Conservation of lithium solute requires 

that a region of enrichment have a corresponding region of 
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depletion. The depletion region for bi-layer sputtering is 

more severe since the erosion rate is greater than that of 

elemental one-layer sputtering. 

An understanding of the transient kinetics is obtained 

by tracking the time evolution of four selected depths within 

the Cu-Li alloy as shown in Figures 5.6 a-d. The four 

lithium concentration traces correspond to (1) the first 

atomic layer, (2) the second atomic layer, (3) a near-surface 

layer within the Li enrichment zone, and (4) the depth at 

which maximum depletion of lithium occurs at steady state. 

Upon comparison of elemental one-layer sputtering to bi-layer 

sputtering, a similar first atomic layer behaviour is 

observed where, initially, preferential sputtering rapidly 

depletes the lithium over layer concentration. However, the 

second atomic layer behaviour is initially quite different. 

Because elemental one-layer sputtering fails to accurately 

describe the actual Li sputtering magnitude and the sputtered 

layer of origin, an initial Li enrichment of the second 

atomic layer is predicted (Figures 5.6 a,c) rather than the 

actual (sputtered) depletion (Figures 5.6 b,d). An initial 

enrichment of the subsurface is primarily due to radiation 

enhanced diffusion. The initial behaviour of the fourth 

trace remains unchanged since deeper atomic layers are 

"unaware" of surface irradiation effects on "short" time 

scales. As the near-surface lithium reservoir (enrichment 

region) broadens (shifts to greater depths), the first and 
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second atomic layers become replenished. The enhanced 

diffusion of lithium to the surface due to radiative 

processes requires a corresponding depletion at deeper depths 

(fourth trace). All four depth traces approach a steady 

state as determined by the coupling of preferential 

sputtering to the damage profile. 

The transient trends for all trace layers at 350°C are 

similar to those observed at 140°C, except that the traces 

are "smoother" due to an increased solute transport rate 

(D <* exp(-AGD/kT). Also, the concentration profile at higher 

temperatures broadens as indicated by the position of the 

fourth trace. The expansion of the lithium rservoir results 

in lower concentrations within the near-surface. Thus, at 

higher temperatures, the subsurface enrichment is 

insufficient to allow incipient Cu^Li compound formation, a 

result that is verified by experiment in which no 

precipitation of Cu4Li is observed for temperatures 

approaching 300°C.[218] 

Experimentally, the depletion of the surface lithium 

concentration at low temperatures (140°C) is observed to be 

more severe than that at higher temperatures [218] as 

predicted by the JL kinetic model. However, no depletion is 

observed experimentally for temperatures greater than 260°C; 

rather an enrichment occurs, in direct contrast to the 

predicted kinetic transient employing the JL model (Figure 

5.7).[218] In fact, a stable lithium surface layer with 
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negligible bulk -Li reduction has been observed experimentally 

for the same flux conditions at an alloy temperature of 430 C 

over a continuous 3 week irradiation period (1.8x10 

seconds).[219] The discrepancy between the experimental and 

model results is such that the concept of preferential 

sputtering determining the steady state surface solute 

concentration becomes questionable if, indeed, uncertainties 

in the model application and the experimental procedure are 

negligible. 

A kinetic analysis, assuming a 50% deviation in the 

elemental sputtering yields and in the damage rate for a 

given set of temperature/irradiation conditions, has been 

performed to determine if model (TRIM) parameters can 

partially explain experiment/model disagreement. Using the 

elemental one-layer sputtering yields (underestimation of 

erosion), the maximum surface Li concentration predicted is 

26%, followed by a depleted (Gibbsian) second layer of 

lithium. A ±50% deviation in the damage rate served only to 

increase or to decrease the local enrichment region 

concentration by 10%. These combined effects are 

insufficient to explain the self-sustaining lithium over layer 

observed experimentally for the Cu-2.6Li% alloy at high 

temperatures. 

It has been postulated that a "small" potential (a 

couple of volts) between the target and the vacuum chamber 

existed during the irradiation and data collection of the 
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Cu-Li alloy. Because a high fraction of the sputtered 

lithium is through secondary ion emission, the presence of a 

potential would drive back to the surface low energy 

sputtered ions and effectively reduce the sputtering yield. 

Lithium concentration profiles for various sputtered ion 

fractions are shown in Figure 5.8 for elemental one-layer 

sputtering. A high secondary-ion emission of lithium from 

the Cu-Li alloy sustains not only a lithium over layer but 

provides an extensive subsurface Li reservoir. However, the 

subsurface enrichment significantly exceeds the lithium 

solubility limit of 18% such that extensive CuqLi compound 

formation is prevalent. Experimentally, lithium tends to 

diffuse out of regions of precipitation; hence, the 

accumulation of lithium within the subsurface, as exhibited 

in Figure 5.8, should not be as great.[217] An investigation 

of the experimental procedure indicates that no "noticeable" 

potential exists between the target (Cu-Li) holder and the 

vacuum chamber. Even if such a potential had existed, a 

negative bias of -2 V would simulate only a ion fraction of 

28% for 3 keV Ar+ on a lithium overlayer on Cu-2.6%Li (TRIM 

calculation). Potentials of -10 V and -35 V correspond to 

74.5% and 90% ion fractions, respectively, for the same 

bombardment conditions. The experimental application of a 

negative bias, -22 V, to the Cu-Li alloy has been found to 

sustain a first layer Li concentration regardless of the 

irradiation and temperature conditions (if 
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120°C<T<430°C).[208,218,219] Thus, the presence of a sheath 

potential will maintain the lithium over layer for heavy-ion 

impact. 

5.4 DPA Profile Effects 

An inherent feature within the JL model is the 

assumption that the dpa profile, K0(x), is time independent. 

The dpa profile approximation of Cu-2.6%Li is that of pure 

copper for the identical bombardment conditions (Figure 5.9). 

The dpa profile is peaked and heavily weighted towards the 

first atomic layer. TRIM calculations for 3 keV Ar+ on pure 

lithium (Figure 5.10) show a much broader dpa damage profile. 

The disparity between the pure copper and the pure lithium 

damage profiles is a mass ratio effect of Ar/Cu and Ar/Li as 

well as a chemical bond effect since the copper binding 

energy is twice that of the lithium binding energy. Thus, 

during irradiation of the Cu-Li alloy, the dpa profile may 

change significantly in response to the transient Li 

concentration profile. A time dependent dpa profile will not 

only alter the time evolution of the alloy composition but 

may alter the steady state component profiles as well. 

Specifically, a broader profile should reduce the vacancy 

driving force of the solute to the surface. 

Within the time independent (dpa) framework of the JL 
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model, an investigation of an altered dpa profile on the 

steady state Li concentration has been performed. The alloy 

has been described as a "sandwich" of Li-Cu-Li-Li atomic 

overlayers on a pure copper substrate. The dpa profile for 

the sandwich has been calculated by TRIM (Figure 5.11.a), and 

the resultant Li concentration profile calculated by the 

kinetics model is shown in Figure 5.11.b. A suppression of 

the near-surface Li enrichment occurs due to the small 

broadening of the sandwich dpa profile relative to the pure 

copper dpa profile. 

5.5 Cascade Mixing Effects 

An inherent feature within the JL model (not previously 

discussed) is the effect of collision cascade mixing which is 

defined in terms of an effective "diffusion" process. The 

bombardment of an alloy with a significant mass disparity 

will lead to the implantation of the lighter component in the 

beam direction, while a compensating flux of the heavier 

component(s) in the opposite direction occurs(occur) if the 

atomic density of the alloy is to be preserved.[202] Thus, 

the cascade mixing diffusion coefficients for a binary alloy 

are equal across any parallel marker plane with respect to 

the surface and are defined as [220] 
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D ~ V" K0^/k (5.5.1) 

where 71 is the number of local replacements (atomic 

interchange events) per displacement (surviving defect 

pair).[202] 

A phenomenon that may be occurring within the Cu-Li 

alloy is that the local atomic density within the surface is 

not time independent. Also, an interstitial matrix may be 

produced as a result of anisotropic collision cascade mixing. 

Hence, the interchange coefficient 77 may conceivably be 

spatially (concentration) dependent, where the net flux of 

atoms due to energetic atomic mixing would be nonzero. For a 

lithium over layer on Cu-2.6%Li interface, mixing would 

consist of (1) implantation of the 1st layer lithium into the 

second layer, accompanied by a significant backscatter 

effect; (2) the simple mixing of lithium from the second 

layer into the first layer; and (3) an increased mixing 

effect of the copper from the second layer into the first 

layer as compared to mixing in pure copper due to the mass 

disparity of Cu/Li. While no such investigations of 

differential cascade mixing factors have been made for the 

Cu-Li system, TRIM calculations performed for 800 keV Xe+ for 

the recoil implantation of Yt on Ni (mass disparity of 50%) 

appear to indicate that atomic mixing across a marker plane 
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is anisotropic by as much as 25 to 200%.[221] Currently, the 

only means of investigating changes in cascade mixing is by 

adjusting the magnitude of Tj on a uniform basis (Figure 

5.12). An increase in the cascade mixing factor leads to 

further near-surface enrichment as a direct result of 

Equation 5.2 since the cascade mixing diffusion coefficient 

is proportional to the damage, K0. 

5.6 Projectile Mass/Energy Effects 

Heavy-ion impact of the Cu-Li alloy is indicative of 

lithium surface enrichment; however, to fully examine the 

alloy kinetics, light-ion impact effects must be considered 

as well. In general, light-ions have a deeper and broader 

implantation profile depth (and a corresponding damage 

profile) than heavy-ions of the same energy. A TRIM damage 

profile calculation of 3 keV D+ on copper used to simulate 

the damage in the Cu-2.6%Li alloy (Figure 5.13a) shows a much 

broader dpa profile. The dejuterium damage extends 500 

Angstroms into the bulk copper (not shown); whereas, the 

argon damage extends only 50 Angstroms from the surface. On 

an equal incident flux basis, though, the damage magnitude 

per Angstrom and the sputtering yield are 70 times smaller 

for deuterium than for argon. Alloy kinetics will be 

heavy-ion dependent if the ion species flux magnitudes are of 
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the same order. If the deuterium flux approximates the 

erosion rate and the damage rate of argon, then the light-ion 

effects on the Cu-Li alloy could be significant as shown by 

Figure 5.13b. The lithium solute within the Cu-Li alloy is 

driven towards the damage "center" (peak) regardless of the 

incident flux species; hence, for deuterium bombardment, 

lithium diffuses away from the surface. Preliminary 

experimental evidence (for light-ion impact) is suggestive of 

a non-self-sustaining lithium overlayer [222,223] 

qualitatively confirming the kinetic calculations. 

For fusion operating conditions, the above comparison of 

3 keV D to 3 keV Ar ions, while informative, fails to model 

the expected light-ion, plasma-edge energy conditions. In 

the presence of a sheath potential, primary light-ions have 

average energies of 4 to 6 kTe while heavy-ions have average 

energies of 10 to 15 kTe for edge temperatures on the order 

of Te = 100 eV. Thus, while the 3 keV Ar+ kinetic calculations 

approximate the expected accelerated heavy-ion 

erosion/damage, further coupled TRIM/JL model simulations are 

necessary for incident deuterium. If an average deuterium 

impact energy of 500 eV (and 9=0 ) is assumed, the resultant 

damage profile (Figure 5.14a) is calculated (TRIM) to be 

peaked towards the surface in contrast to the broad 3 keV D 

damage profile. Because the 500 eV deuterium damage profile 

is broader and more removed from the surface than the 3 keV 

Ar+ damage profile, the near-surface lithium enrichment due 
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to deuterium bombardment should be less than for argon 

bombardment. These results still fail to model the deuterium 

erosion/damage since light-ions are more likely to impact at 

oblique angles if the magnetic angle is oblique as well 

(Chapter 2). Displayed in Figure 5.14b is the damage profile 

for 500 eV deuterium impacting a copper surface at 60 

degrees. The resultant damage profile is similar to to that 

of heavy-ion impact hence, the positioning of the subsurface 

lithium enrichment (if any) due to deuterium impact should 

correspond to heavy-ion (argon) impact. 

Kinetic alloy calculations for 500 eV D + at normal 

incidence for a fusion wall temperature of 350 C indeed show 

that the subsurface Li "peaking" is translated closer to the 

surface in correspondence with the general heavy-ion impact 

behaviour (Figure 5.15). However, quantitatively, the Li 

surface concentration is lower for low energy deuterium 

bombardment, and a depletion of subsurface lithium rather 

than an enrichment of subsurface lithium exists. The 500 eV 

incident deuterium, in contrast to the 3000 eV deuterium, 

results in less damage to the Cu-Li alloy; hence, the 

magnitude of the lithium (damage) "sink" is reduced such that 

the corresponding lithium (subsurface) enrichment magnitude 

is reduced as well. Also, at lower deuterium incident 

energies, a greater relative depletion of the lithium in 

comparison to the copper occurs due to sputtering yield 

differences. For 500 eV D+, the elemental copper to lithium 
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sputtering yield ratio is 5.9, while for 3000 eV D+, the 

ratio is only 1.8 if the secondary-ion fraction is assumed 

nonexistent in both cases. 

If the 500 eV D+ were to impact the surface obliquely 

resulting in the damage displayed in Figure 5.14b, and if the 

sputtering coefficients of normal incidence are assumed, a 

small lithium subsurface enrichment region results. However, 

the incorporation of the oblique elemental sputtering yields 

shows no evidence of surface and subsurface enrichment, 

rather lithium depletion occurs over the first 5000 Angstroms 

of the surface. The damage sink for lithium is overcome by 

the preferential sputtering of lithium to that of copper 

since the sputtering ratio of elemental copper to elemental 

lithium is less than unity (equal to 0.6). Definitely, these 

results show that light-ion impact will not act to replenish 

the lithium over layer to the same extent as that provided by 

heavy-ion bombardment (if at all). However, the deuterium 

results suggest a trend, at best, since for heavy-ion (argon) 

impact, experimental results indicate considerable lithium 

surface enrichment (at 350 C) in disagreement with the 

kinetic calculations which are representative of a lower 

(preferential sputtering) Li surface concentration. 

Mixed beam results for 500 eV D+ and 3 keV Ar+ for the 

same peak damage rate per Angstrom are shown in Figure 5.16. 

To insure an equivalent peak (spatial) damage rate, requires 

that a deuterium flux magnitude approximately two orders 
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greater than the argon flux magnitude is selected. Hence, 

the deuterium impact "detracts" from the lithium surface and 

subsurface enrichment due to the greater sputtering depletion 

of lithium via 500 eV deuterium in contrast to the 3 keV 

argon. If a secondary-ion fraction of 90% is assumed, 

substantial lithium enrichment is observed for the mixed 

beam; however, the self-sustainment of a lithium over layer 

for preferential sputtering driven kinetics would probably 

require a ft value of 98% for the mixed beam to self-sustain 

the lithium over layer. The mixed beam result behaviour 

definitely shows the general trend that oblique deuterium 

impact causes less enrichment (if any, depending upon /3*) due 

to the greater relative sputter depletion of lithium in 

comparison to copper. 

At the first wall (away from the 1imiter/divertor), no 

significant sheath potential effects exist; thus, the impact 

energies of light and heavy ions (as well as neutrals) 

approximate the Maxwellian 3/2 kTe . The Cu-Li alloy kinetics 

are driven entirely by surface erosion/damage phenomena, thus 

providing the driving forces necessary to self-sustain a 

highly enriched lithium surface layer. However, because the 

average impact angle is representative of the isotropic 

Maxwellian (approximately 45 degrees), the relative depletion 

of lithium to that of copper for all species (heavy and 

light) is significantly greater than the normal incidence Li 

losses. If the secondary-ion yield is 0(>90%) as observed 



248 

experimentally, then the Cu-Li alloy should be 

self-sustaining since most secondary-ions are returned via 

gyromotion within close proximity of their point of origin. 

5.7 V-A1 Sputtering Behaviour 

As with the Cu-Li alloy system, the limiting impact 

angle conditions in the presence of a sheath potential assume 

that light-ions (D, T, and He) impact at 60 degrees and 

heavy-ions at normal incidence. Aluminum which is an 

"intermediate" mass ion is treated as a heavy-ion and impacts 

at normal incidence. If a monolayer coverage of Al on pure 

vanadium is assumed to simulate an Al enriched surface layer 

for a dilute V-Al alloy, the vanadium (partial) sputtering 

yields as determined by TRIM are given by Figure 5.17. The 

vanadium self-sputtering of V-Al does not appear to exceed 

unity, and, if at all, self-sputtering occurs for an energy 

in excess of 10 keV. In contrast, the "unity" 

self-sputtering energy for pure vanadium occurs at 975 eV 

(TRIM result). Thus, an aluminum overlayer substantially 

reduces the erosion of vanadium (Figure 5.18 a,b) such that 

at low energies (100 eV), light-ion sputtering is reduced by 

a factor of 40 and heavy-ion sputtering is reduced by a 

factor 20 while at high energies (1000 eV) , sputtering for 

all species is reduced by a factor of four to five. As with 



2^-9 

10.0 

5.oo 

2.00 

1.00 

a 0.50 

H « 

S 
en 

0.01 

0.20 

0.10 

0.05 

0.02 -

• D 

• Al 

• V 

O V + SELF-REFLECTION 

• Al + V 

20 50 100/ 200 " 1000 2000 5000 10 

EUERGI (eV) 

Figure 5*1? Partial Sputtering Yields of Vanadium from a Al 
Overlayer on Elemental V for D, Al, and V Projectiles 
(TRIM Calculation) 



250 

K 
o 
o 
«ti 

o 
M 
6-1 
O 

s 
w « 
s 
M 
« 
s 
OT 

ioa 

50 

20 

10 -

2 -

20 50 ioo 

F i g u r e s 5 . 1 8 a , b 

200 500 

ENERGY. (eV) 

1000 2000 5000 i o 

1000 

500 

200 

100 -

50 -

£ 20 

5 io 
in 

5 -

2 -

1 1 1 i " 1 1 1 

e - 6o° 
-

- • D 

• 7 
-

1 
* 7 + REFLECTION 

— 

- -

- -

\ -

\ -

1 1 1 1 1 i i i 

•" 

20 50 100 200 50Q 1000 2000 

ENERGY (eV) 

5000 10 



251 

all thin-film systems, the solute metal contribution to the 

solvent sputtering must be considered as well. With the 

coupling of the Al and the V sputtering yield dependences 

(Figure 5.17), the "unity" self-sputtering energy occurs in 

the 8 to 9 keV range. Hence, even with the inclusion of the 

solute vanadium erosion yield, a factor of 10 gain is 

obtained in the energy limitation of vanadium sputter 

erosion. 

The sputtering yield behaviour of the aluminum from the 

V-Al alloy is bracketed in terms of the surface binding 

energy assumed for an aluminum atom residing on a vanadium 

matrix. At the low end, an aluminum atom is treated as 

having- a surface energy equal to that of elemental aluminum 

(3.32 eV), and at the high end, an aluminum atom is treated 

as having a surface energy comparable to elemental vanadium 

(5.28 eV). From the phase diagram for dilute V-Al alloys 

[224], the melting temperature is not affected by the 

aluminum concentration; hence, the binding energy of aluminum 

in the vanadium matrix approximates the vanadium binding 

energy. Therefore, an aluminum atom residing on a vanadium 

surface probably has a surface binding energy representative 

of the vanadium surface binding energy. 

Both the low end and the high end (surface binding 

energy) aluminum sputtering yield dependences are given by 

Figures 5.19 a,b for the V-Al alloy. The aluminum sputtering 

(if predominantly neutral atoms) severely limits the maximum 
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allowable heavy-ion (Al and V) impact energy. The cumulative 

Al+V sputtering yield dependence for the low binding energy 

results in a unity sputtering threshold energy of 250 eV. 

With the inclusion of aluminum self-reflection, the limiting 

impact energy drops to 200 eV; in addition, inclusion of 

light-ion sputtering would further reduce the unity threshold 

sputtering energy. At the high end surface binding energy, 

the cumulative Al+V aluminum erosion yield results in a unity 

threshold energy of 650 eV. Hence, even if the aluminum 

binding energy approximates vanadium, the V-Al alloy system 

is sputter-erosion limited by an impact energy less than that 

of pure vanadium. The secondary-ion fraction for an aluminum 

atom sputtered from a vanadium surface is experimentally 

unknown; however, from an optimistic extrapolation of 

theoretical/experimental considerations, the fraction is not 

expected to exceed 20 to 30 percent. If a 30% secondary-ion 

fraction is assumed for aluminum, the high end Al sputtering 

energy threshold is comparable to elemental vanadium, being 

equal to 1000 eV. However, both the sputtering of vanadium 

and aluminum must be considered in the estimation of a 

threshold energy, and such a consideration at best yields an 

upper impact energy of 700 eV for both species. A 

calculation of the maximum plasma-edge temperature for the 

V-Al alloy in the presence of a sheath (based on Equation 

5.2.1) yields a limiting value of 60 eV; whereas, for 

elemental vanadium, a limiting value of 90 eV results. 
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While the V-Al alloy performs worse than elemental 

vanadium (in terms of erosion considerations), the benefit is 

that aluminum erosion has been substituted for vanadium 

erosion within a tolerable plasma-edge temperature 

limitation. Lowering the atomic number of the sputtered 

species, correspondingly, reduces plasma radiation losses. 

The hypothetical one-for-one substitution of aluminum for 

vanadium would account for a reduction of the bremmstrahlung 

radiation by 70%. 

5.8 W-Be Sputtering Behaviour 

The sputtering coefficients of the W-Be alloy are 

defined in terms of the limiting sheath potential conditions 

where light-ions (D, T, He, and Be) impact at 60 degrees and 

the solvent metal (W) impacts at normal incidence. Again 

modeling the solute enriched surface of a dilute W-Be alloy 

as a monolayer of Be on a W substrate, the solvent sputtering 

yield dependences, as calculated by TRIM, are presented in 

Figure 5.20. The tungsten self-sputtering threshold energy 

of the Be over layer on W system alone is 4400 eV, and when 

the Be contribution to W sputtering is included, the 

threshold energy is lowered to 3800 eV. The light-ion 

sputtering yields are relatively insignificant for the 

current system. In contrast to the Be over layer on W, the 
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elemental tungsten "unity" self-sputtering energy is 1000 eV 

(TRIM result); thus, the addition of only one atomic layer of 

beryllium on tungsten significantly lowers the tungsten 

erosion. A reduction of heavy-ion sputtering (W) by a factor 

of 150 is observed at low energy (200 eV), while at high 

energies ^0(1000 eV), a sputtering reduction in the range of 

four to eight is obtained (Figure 5.21 a). If tungsten were 

to impact at an oblique angle (e.g., 60 degrees), the 

self-reflection yield negates any beneficial shielding effect 

of the beryllium (Figure 5.21 b) at low energies. For 

light-ions (modeled by Be), the reduction in normal incidence 

sputtering varies over the range of five to ten for impact 

energies in the range of 1000 eV to 200 eV. 

The beryllium sputtering behaviour of the Be over layer 

on W system is a bleak proposition at best in comparison to 

elemental tungsten. If only Be impact erosion is considered, 

the "unity" sputtering threshold energy is 350 eV, and when 

self-reflection is included, the threshold energy reduces to 

85 eV (Figure 5.22). The TRIM yields as presented are based 

upon the assumption that a beryllium atom on a tungsten 

surface behave similarily to that of an elemental beryllium 

surface. Information on dilute W-Be alloys is "sketchy," and 

no basis exists for extrapolating a surface binding energy 

that would greatly exceed elemental beryllium. Also, 

secondary-ion data (experimental or theoretical) are lacking 

for the W-Be alloy. From the sputtering behaviour of the Be 
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over layer on W system, though, it is clear that a high 

secondary-ion (Be) fraction is necessary if the system is to 

be viable from an erosion standpoint. 
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CHAPTER VI 

Conclusions and Recommendations 

The analysis of self-sustaining (low-Z) "thin-films" as 

a means of fusion plasma impurity and wall erosion control 

has required the development and/or extension of potential 

sheath, sputtering mechanics, and metal kinetics models. The 

application of these models inherently has assumed a "worst 

case" scenario, namely, that of a potential field with a 

grazing magnetic field angle. Angular impact behaviour as 

determined from the plasma-edge sheath modeling has provided 

the parameterization necessary for calculating the sputtering 

yields of thin-film alloys (Cu-Li, V-Al, W-Be). The 

sputtering and damage characteristics (for the Cu-Li alloy 

alone) either on on an elemental basis or an alloy component 

concentration basis have been used to determine the alloy 

(atom-defect) kinetics for (expected) fusion reactor 

operating conditions. Thus, in an heuristic manner, the 

model simulation of the thin-film (monolayer) concept may be 

analyzed within a coupled plasma-wall framework. 

A self-consistent kinetic sheath model has been 

developed for arbitrary plasma-edge and magnetic angle 

conditions. It has been proven that potential is not a 

function of magnetic angle in contrast to Chodura's results 
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[51]; hence, the primary particle impact energy is 

independent of magnetic angle. However, the impact angle of 

the primary particles functionally is dependent upon the 

magnetic angle, thereby qualitatively verifying the results 

of Chodura for hydrogen impact.[68] Resulting from the 

current research, the impact angle is a function not only of 

the magnetic angle but also of particle mass, plasma-edge 

density, and plasma-edge temperature. It has been concluded 

that if the plasma-edge Debye length is larger than the ion 

gyroradius, all ion species will impact at oblique angles for 

grazing magnetic angles. If the ion gyroradius is larger 

than the plasma-edge Debye length, the impact angle for 

heavy-ions is aligned closer to the surface normal even at 

oblique magnetic angles, while for light-ions, the impact 

angle closely coincides to the magnetic angle. For the 

fusion edge conditions of ne£0(10 m" ) and Te£0(10 eV) , 

heavy-ions may be assumed to impact normally, while 
o 

light-ions may be assumed to impact at angles of 60 or less 

for magnetic angles of 80 degrees or less. 

Elemental sputtering behaviour for light and heavy 

ion/atom impact, as calculated by the modified TRIM model, 

has been experimentally confirmed. The agreement between 

experiment and the modified TRIM model has not required the 

adjustment of the underlying scattering physics (such as 

modifying the interatomic potential, electronic energy 

losses, or atomic binding energies) unlike previous TRIM and 
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MARLOWE model prescriptions. Generalization of the TRIM 

framework to multi-component and multi-layer systems has 

provided the means for simulating heterogeneous materials 

under energetic particle bombardment. The calculated 

sputtering yields determined for Al-Li and Cu-Li alloys are 

within 25% of the measured experimental values. Due to 

approximations made in the collision energy dissipation, the 

validity of the absolute sputtering yields for elemental and 

alloy systems becomes questionable for heavy-ion impact 

energies less than 200 eV. However, the sputtering reduction 

factor of a self-sustaining overlayer on a solvent element in 

comparison to the elemental solvent is found to be relatively 

independent of approximations employed within the TRIM 

mechanics. 

In the sputtering analysis of the thin-films systems, 

Cu-Li exhibits an extremely high self-sputtering threshold of 

3100 eV in comparison to elemental copper of 350 eV, with the 

assumption that lithium is predominately (> 90%) sputtered as 

a secondary-ion. Such a high self-sputtering threshold 

energy makes the Cu-Li alloy potentially advantageous in 

comparison to elemental refractory metal systems such as 

tungsten and vanadium which have "unity" self-sputtering 

energies of 1000 eV. Simple plasma-sheath considerations 

suggest that plasma-edge temperatures in excess of 100 eV 

should be attainable for a Cu-Li alloy. Indeed, in a 

postscript to the thesis research, recycling/redeposition 
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calculations using the sputtering coefficients for the Cu-Li 

alloy assuming 60 degree light-ion impact and normal 

heavy-ion impact confirm that Cu-Li is not restricted by a 

short erosion lifetime for medium edge temperature operation 

( ̂ 150 eV) . [225] 

The sputtering analysis of the V-Al system shows that no 

gain can be made in plasma-edge temperature, rather the 

benefit is one of reducing radiation losses by substituting 

sputtered aluminum for sputtered vanadium. The quantitative 

projections of the V-Al alloy are limited due to the unknown 

secondary-ion emission coefficient of Al from V-Al and the 

surface behaviour of Al in terms of binding energy and 

self-sustaining overlayer thickness. 

A sputtering analysis of the W-Be alloy suggests that 

unless the secondary-ion fraction of Be from the Be/W surface 

is significant ( > 50%-) , then the W-Be alloy is unfeasible as 

a fusion reactor plasma contact material. If beryllium 

sputters from the W-Be alloy as a neutral atom only, the Be 

self-sputtering energy is only 85 eV, thus limiting the 

plasma-edge temperature to 10-15 eV in the presence of a 

plasma sheath. Again, projections for the W-Be system are 

hampered by the experimental unknown secondary-ion emission 

behaviour of Be from a Be/W surface and any unknown surface 

characteristics that may positively impact the present bleak 

outlook for a W-Be "thin-film" system. 

In general, the calculated sputtering yields indicate 
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that low-Z self-sustaining monolayer systems must be 

secondary-ion emitting if wall erosion control is to be 

sustained. Furthermore, without significant secondary-ion 

emission, the plasma-edge temperature for the thin-film 

systems is lower than those for the elemental solvents and, 

at best, provide a benefit in terms of reduced plasma-edge 

radiation losses. A better (proposed) system than Cu-Li is 

that of a high-Z self-sustaining monolayer for maximum 

erosion protection in conjunction with a high secondary-ion 

fraction (if possible) to attain the maximum allowable 

plasma-edge operating conditions. 

The application of the atom-defect kinetics to the Cu-Li 

alloy verifies that lithium enrichment of the surface can be 

sustained although not to the degree observed experimentally. 

The discrepancy between experiment and the metal kinetics 

model suggests that preferential sputtering is not the 

determinant mechanism for alloy surface concentrations at 

equilibrium as is normally assumed for irradiated alloy 

systems. Hence, other atom-defect mechanisms must "play" an 

important role in the kinetic evolution as well as the 

equilibrium conditions of alloys, especially where there 

exists a large mass disparity between the alloying components 

as in Cu-Li. 

Lithium subsurface enrichment which acts as a reservoir 

"feeding" the self-sustainment of a surface Li monolayer is 

dependent upon the displacement damage profile. The damage 
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region is analogous to a lithium "sink"; hence, if the damage 

region is removed from the surface, the subsurface lithium 

enrichment, likewise, is removed from the surface. Heavy-ion 

impact guarantees surface damage, whereas light-ion impact 

may result in subsurface damage sufficiently removed from the 

surface so as to prevent the self-sustainment of a Li 

over layer. Low-energy light-ion impact guarantees a 

near-surface damage region; however, the relative depletion 

of solute to solvent due to preferential sputtering increases 

for decreasing impact energy. For current (anticipated) 

fusion plasma-edge conditions, the light-ion impact damage 

will be within the near-surface. Kinetic model simulations 

indicate a substantial lithium surface and subsurface 

enrichment for high secondary-ion yields in agreement with 

Cu-Li irradiation experiments. Thus, the overall inference 

from plasma sheath, sputtering mechanics, and metal kinetics 

arguments in conjunction with available experimental Cu-Li 

data and recent plasma-edge recycling calculations, suggests 

that a Cu-Li thin-film system may provide an alternative 

means of controlling the fusion plasma impurity and wall 

erosion problems for high secondary-ion (Li) yields. 

In the conclusions presented, a number of 

simplifications and assumptions have been made in the 

underlying physics of sheath potential, sputtering, and 

atom-defect migration phenomena in order to analyze the 

self-sustaining "thin-film" systems. Kinetic electrons have 
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been ignored in the sheath modeling, empirical approximations 

have been made within the TRIM simulations, and preferential 

sputtering has been assumed to be the dominant mechanism for 

determining surface concentrations for an irradiated alloy 

(kinetics approach). An outline for recommended (future) 

research follows that is based on the removal of the limiting 

constraints and conditions within the present modeling. 

If kinetic electrons are included in the sheath 

potential formalism, a "truer" response of the electrons to 

all processes (primary/secondary) affecting the sheath 

space-charge region would result. Hence, secondary emission 

of electrons due to electron impact and high secondary-ion 

emission effects upon the sheath profile and/or magnitude 

could be analyzed. Furthermore, some of the 

numerical/computational schemes devised to insure a stable 

sheath development, perhaps, could be "lifted" since an 

assumption of Boltzmann electrons fixes the background 

behaviour (rigidity of the solution). The inclusion of 

kinetic electrons, ultimately, allows for the direct coupling 

of the wall material to the plasma. In short, secondary 

processes affect the primary-particle distributions that have 

been assumed as constant boundary conditions. Thus, if the 

boundary conditions evolve in time due* to wall effects, a 

corresponding effect upon the sheath potential evolution 

would occur that may alter the potential profile and 

potential magnitude behaviour and may even affect 
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primary-particle impact quantities. 

Within the TRIM development, the most serious defect is 

the inaccuracy of low-energy sputtering yields for heavy-ion 

impact. Refinement of the empirical approximations made to 

the inelastic energy losses and the interatomic potential may 

provide the means of rectifying current discrepancies. The 

importance of cascade mixing for alloys of significant mass 

disparity (Cu-Li and W-Be) could be modeled with TRIM, 

thereby providing a means of investigating cascade mixing (as 

a funtion of solute concentration) upon the metal Kinetics of 

irradiated materials. Also, TRIM investigations of the DPA 

profile as a function of solute concentration would be of 

importance in further understanding the kinetic evolution of 

irradiated alloys. 

The identification of atom-defect mechanisms to explain 

the surface concentration in lieu of preferential sputtering 

for alloys with a significant mass disparity is necessary so 

that the behaviour for various fusion operating conditions 

may be predicted. Surface effects, precipitation, a 

time-dependent DPA profile, a time-dependent cascade mixing 

factor, and uncertainties in the material parameters, if 

accounted for, probably provide the means for accurately 

simulating irradiated alloys. Also, the kinetic modeling as 

presented with some minor modifications can and should be 

extended to model bcc alloys. 

Finally, a comprehensive analysis of all possible binary 
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alloy combinations compatible with the bulk property 

constraints of fusion reactor materials should be carried out 

to identify other (if any) "thin-film" systems comparable or 

better than those presented within the current research. 
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Appendix A 

Plasma-Edge Primary-Ion Velocity Coordinates 

The ha 1f-Maxwel1ian distribution in the x-direction and 

the full Maxwellian distribution in the plane perpendicular 

to the x-direction of primary ions streaming into the 

presheath region are represented by the probability functions 

z ^ 
pU)= ^ e ' •> 0 < v ^ * o (A.1a) 

1 --V* <a<~ PK) - -7= € Z . - o o < ^ 
NTT ; 

(A. 1b 

2- 2. 
where V t and V are de f ined as 

V , Z " C V x-V S . ) Z (A.2a 

V oC V V 
^2. V y ;

 V £ (A. 2b 
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The Monte Carlo technique employed to pick values of V 

from the function p(V) is prescribed by [A1] 

V = \" In ( 0 " ^ (A.3) 

where r is a random number selected uniformily over the 

interval [0,1]. 

Furthermore, the velocities in the plane perpendicular 

to the magnetic axis, v. and v^, must uniformily represent 

all phase angles over the interval [0,2TT]. The phase angle 

is simply given by 

7> - 2lTp A.4) 

where p is randomly selected over the interval [0,1]. 

Rearranging equations A.2 and making use of the 

expressions for V and Z> , the velocity coordinates v , v , 
* j 

and v y i e l d 

V X = / 2 | | r ^ O O ] 4- V s j r u [ o , \ ] (A.5a) 

A. 5b 
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V Z = /?L \" ̂  ^ 0 ^ SIVI 7> i ^[0,\] 
v. r n 

A. 5c 

The velocity constants px and R± satisfy the conditions 

that the primary-ion Maxwellian energy is partitioned kT/2 

parallel to the magnetic axis and KT perpendicular to the 

same axis. 

/»«= (*£) 
Vj. 

A.6a 

/ ^ = ( 
2 kT V^ 

YY\ / (A.6b 

Prescription of the flow velocity, vs , setup by the 

"weak" electric field over the physical space preceding the 

sheath should reflect a quasi-col 1isional regime; that is, 

the flow velocity lies between the collisional (sound speed) 

and the col 1isionless (kinetic) limits. In the mechanics 

outlined by Emmert et al. [48], col 1isionality effects 

within the plasma are replaced by source terms to kinetically 

model the col 1isionless flow velocity limit preceding the 

sheath. If all ions are assumed to be born thermally at the 
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sheath edge ( x ' = 0 ) , then the f low v e l o c i t y would be de f ined 

as [48] 

Vs= U%T e / m J Yt 

(A .7a) 

where H^= e ^S/KT and <ps is the potential at the plasma side 

of the sheath. In reality, the ion flow velocity is randomly 

developed upstream from the sheath-edge such that 

VS = {z(H's-4')Te/™iLy
i (A.7b) 

where 7 varies randomly in a nonuniform fashion over the 

interval [0,0.85].[48] The above treatment of the flow 

velocity is kinetically consistent across the sheath boundary 

(x'=0) as opposed to the commonly used sound speed 

approximation to the flow velocity where a coupling of fluid 

theory to kinetic theory is assumed at the sheath 

boundary.[A2] The sound speed is formulated as 

VS SKU + \ T e ) / m ^ (A.8, 

where 0^ and fle are temperature constants of the ion species 

and the electrons, respectively. Chodura employs the ion 

sound speed approximation, choosing -̂ =5/3 and V =1 . [68] Much 
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of the current research represents a compromise between the 

collisional and collsionless limits where the flow velocity 

is equated to the ion thermal velocity such that 

^(vn/^y* A.9) 

and )j.=5/3. 
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Appendix B 

Electronic Excitation Integral 

The inelastic energy loss per unit velocity integral, 

êk» °f the Karpusov model is defined as [115] 

co 

) fc-vM/Ec-fV/]* 
^ek " \ r '" •.'.•'"".. -.v ̂ M ^ (B.1 

; W=l,* 

It is computationally convenient to' evaluate Ye^ in reduced 

units (dimensionless distance and energy). Thus, the 

transposition of the integral into reduced terms yields 

B.2a 

k= p/ Q-S (B.2b 

*3 

J K W M J ck = 0CiA I s 
k k a 0 (B.2c 
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such that 

Yck (£,»»)= 4 • P - W *(c.*Ux 
J I- i^-lMMV U 
o l'-SH*n B.3 

The evaluation of the screening potential integral, 

f(c,x), is well approximated by the integral exponential 

function where 

oo 

EJLC^ = - \ i^expC-*)^ B.4 

if the potential is of an exponential behaviour as is the 

universal Moliere function. The square of the Moliere 

potential necessitates the evaluation of a six term 

exponential integral; however, it is sufficient to 

approximate <b(x) as. a truncated three term series such that 

£ (Y-JJ) = Z- D:ti(A.rk) (B.5) 

where the coefficients D: and d- have the values 
> } 

(.1225,.385,.3085) and (.6,1.5,2.4), respectively. 
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Appendix C 

Atom and Defect Fluxes 

For any multicomponent (k=1,2,...,N) alloy system having 

j=1,2,...,M defect types, the total atom/defect fluxes can be 

partitioned into partial fluxes such that 

~v - y "T i 
Jk ~ ~ Jk (c.i 

J } k 1 (c-2 

Assuming that multiple and complex defect types can be 

adequately defined in terms of single interstitial and 

monovacancy concentrations (j=i,v), the partial fluxes are 

defined as 

T^T^-D^Vc, -OkVc. (C.3) 
k 

K x i k «• «• 
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XaTV=-^Vck+D>cv ,c .4, 

The thermodynamic factor, (X , is a measure of the chemical 

potential gradient difference of the alloy constituents in a 

nonideal solution (0<<<<1). 

Substituting the above definitions into the total flux 

equations yields 

" ^ - - I ^ D ^ V S . D X - D X .C.5.. 

T = H(D"-Vc -D kVc ^ 

For a binary (k=A,B) alloy the total flux equations 

simplify to 

T ^ - V V v D ' V s - D X (c.ea, 
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^ ( X - ^ y v c . - D ^ 

T»=(.D:-D;)*VS-D,V. 

C.6b 

cv (C.6c 

where definitions of the total diffusion coefficients 

(Equations 4.2.6a,b) and of Vc =~Vc have been 

incorporated. 
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Appendix D 

Substitutional Lithium (in Cu) Geometry Dependences 

According to phase diagram data for Cu-Li [D1], lithium 

is substitutional in copper for atomic concentrations less 

than 20% after which compound precipitation of Cu^Li 

initiates. The density of substitutional alloys (atoms of 

similar size) is normally prescribed as 

r ~ T, M T\—;— (D-D 
(^02 X 10 ama/j ) a ^ 

where (wt) is the effective mass of the unit cell and a.c is 

the alloy lattice parameter. Specifically, these quantities 

are defined as 

<u>fc>= B s ^ x f l m R + x 8 M e ~l (D.2) 

where BS is the basis of the unit cell (e.g., BS=4 for a fee 

lattice), X and M are the atom fraction and mass, 

respectively, of solvent A or solute B; 
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a L C ~ ^ ^ (D.3) 

where fo is the lattice geometrical basis factor (e.g., 

f =4/j2 for fee) and (r) is the average alloy atomic radius 

(the concentrated weighted sum of the pure solvent and solute 

atomic radi i ) . 

However, experimental data do not justify the proceeding 

approach; for example, the predicted alloy density for 

Cu-18.6%Li (equation D.1) is 6.75 g/cm while the 
•7 

experimental value is 7.24 g/cm . [D1] The experimental 

behaviour of the alloy lattice parameter and the average 

alloy volume versus the substitutional lithium concentration 

(Figures D.1.D.2) clearly indicates that a concentrated 

weighted atomic radius determined from the pure Cu and Li 

atomic radii is erroneous. In order to achieve a fit to the 

experimental data (assuming that solvent lattice atomic 

radius (1.278 A) and volume (7.11 cm ) remain constant), the 
o 

lithium "atoms" must contract to an atomic radius of 1.335 A 
3 

and an atomic volume of 8.3 cm compared to the pure lithium 
o 3 

values of 1.51 A [D2] and 12.8 cm .[D3] Such a reduction in 

the lithium atomic radius is indicative of a partial electron 
o 

transfer (ionic lithium has a radius of .69 A [D2]) which 

should be expected from a substitutional electropositive atom 

(Li) into an electronegative solvent (Cu) lattice. Thus, on 
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an atom per atom basis, the size mismatch between lithium and 

copper in the copper lattice is relatively small. 
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